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Quantum information is the next frontier in communications. To realize quantum communications, the quantum mechanical properties of today’s best communication medium, light, must be harnessed in a scalable and efficient manner. Whispering-gallery mode resonators (WGMRs), a type of optical cavity, have advantages over traditional designs that can enhance processes used in the generation of nonclassical (quantum) states of light. In particular they reduce the power threshold for intensity-dependent nonlinear phenomena. One such process, second harmonic generation, can reduce the shot noise of light below the standard quantum limit. This dissertation explores the theoretical analysis and experimental tests of noise reduction through second harmonic generation in a crystalline whispering-gallery mode resonator. We also observe the generation of another nonlinear optical process, hyper-Raman scattering, at modest optical powers inside a crystalline WGMR. The change in optical properties of vanadium dioxide due to an optically-induced phase transition is also studied as a potential Q-switching material in a WGMR-type cavity.
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WHISPERING-GALLERY MODE RESONATORS FOR NONLINEAR AND QUANTUM OPTICAL APPLICATIONS
Quantum information is the next revolution in computation and communication. Many systems are being studied for their application as building blocks in a quantum information network. One of the central obstacles in this effort is decoherence of a quantum state as it interacts with its environment. Light can exhibit coherence over long distances, and provides a natural medium for communication. Thus the field of quantum optics is integral to the development of quantum communication technology.

Single-photon states are one type of quantum optical state. These are inherently nonclassical, and so possess the necessary properties for quantum information encoding and transport. However, they require extremely sensitive single-photon detection schemes. Another type of nonclassical state is squeezed light. These states can exist with large numbers of photons, and can be detected reliably through a variety of techniques. They have been used to demonstrate continuous-variable entanglement and quantum teleportation [1–5]. They can also be used to improve optical interferometers, such as in magnetometers [6] and in gravitational wave detection [7–10].
Squeezed states can be generated through a variety of processes including polarization self-rotation in a $^{87}$Rb vapor (PSR), the Kerr effect, and optical nonlinear processes such as second harmonic generation (SHG) [11–18], optical parametric oscillation (OPO) [19–25], and four-wave mixing (FWM) [26–28]. PSR has been used to generate squeezed vacuum states [29–31], however this is restricted to the wavelengths corresponding to Rb transitions. OPO and FWM have produced vacuum and bright (non-vacuum) squeezed light. These processes are complex, requiring first the generation of multiple fields.

A compact, low-power source of squeezed light will be necessary to realize a future quantum communication infrastructure. The nonlinear processes described above are intensity dependent, and can require significant input power to achieve efficient nonlinear conversion and squeezing. Placing the nonlinear medium inside a cavity can greatly reduce the input power requirements, but this can add to the complexity and size of the system. Recently, whispering-gallery mode resonators (WGMRs), a type of monolithic optical cavity, have demonstrated significant advantages in a variety of optical applications. These include microlasers [32–37], biological sensors [38–42], electro-optic filters, efficient nonlinear conversion [43, 44]. In particular, a significant increase in the efficiency of second harmonic generation at low input power has been demonstrated using WGMRs [43, 45]. Thus can squeezed light be generated with very low input power using the advantages of efficient second harmonic generation in a WGMR?

We start this dissertation with a review of second harmonic generation and nonlinear optics, and a discussion of optical cavities and the properties of optical WGMRs. The next chapter discusses squeezed light, after a review of the quantization of the electromagnetic field. A quantum model of the propagation of light through a WGMR under the conditions of SHG is detailed, and the predictions of noise reduction are
given. In the next chapter, the WGMR apparatus and experimental procedures are explained. The following chapter describes the experimental realization of SHG from the WGMR. The next chapter details the experiments to detect the noise in the light transmitted from the WGMR. The next chapter contains the observation of another nonlinear phenomenon, hyper-Raman scattering, observed inside our WGMRs. Lastly, we examine the properties of the vanadium dioxide metal-insulator phase transition in relation to the application to ultrafast optical switching.
CHAPTER 2

Nonlinear optics and cavities

Propagation of light is described by solutions to Maxwell’s equations [46, 47]

\[ \nabla \cdot \vec{D} = 4\pi \rho \]  \hspace{1cm} (2.1)

\[ \nabla \cdot \vec{B} = 0 \]  \hspace{1cm} (2.2)

\[ \nabla \times \vec{E} = -\frac{1}{c} \frac{\partial \vec{B}}{\partial t} \]  \hspace{1cm} (2.3)

\[ \nabla \times \vec{H} = \frac{1}{c} \frac{\partial \vec{D}}{\partial t} + \frac{4\pi}{c} \vec{J} \]  \hspace{1cm} (2.4)

where \( \vec{E} \) is the electric field, \( \vec{B} \) is the magnetic field, \( \vec{D} \) is the electric displacement field, \( \vec{H} \) is the magnetic auxiliary field, \( \rho \) is the free charge density, \( \vec{J} \) is the free current density, and \( c \) is the speed of light. We will consider solutions where there are no free charges, currents, or magnetic material, so
\[ \rho = 0 \quad (2.5) \]
\[ \vec{J} = 0 \quad (2.6) \]
\[ \vec{B} = \vec{H} \quad (2.7) \]

Assuming propagation through a medium with polarization \( \vec{P} \), the displacement and electric fields are related by

\[ \vec{D} = \vec{E} + 4\pi \vec{P} \quad (2.8) \]

By taking the curl of \( \vec{E} \) and using equations 2.1–2.4, we arrive at

\[ \nabla \times \nabla \times \vec{E} + \frac{1}{c} \frac{\partial^2}{\partial t^2} \vec{E} = - \frac{4\pi}{c^2} \frac{\partial^2 \vec{P}}{\partial t^2} \quad (2.9) \]

The vector calculus identity \( \nabla \times \nabla \times \vec{E} = \nabla \left( \nabla \cdot \vec{E} \right) - \nabla^2 \vec{E} \) is used to simplify Equation 2.9. In linear, isotropic material \( \nabla \cdot \vec{E} = 0 \), while in nonlinear media this is not always true. However this term can be shown to be much smaller than the other term in Eq. 2.9 [48]. Then Eq.2.9 becomes

\[ -\nabla^2 \vec{E} + \frac{1}{c} \frac{\partial^2}{\partial t^2} \vec{E} = - \frac{4\pi}{c^2} \frac{\partial^2 \vec{P}}{\partial t^2} \quad (2.10) \]

In the following sections we will assume there is an input laser field generated absent a nonlinear medium, such that \( \vec{D} = \vec{E} \). We then take solutions of the free-space
wave equation

\[-\nabla^2 \vec{E} + \frac{1}{c} \frac{\partial^2}{\partial t^2} \vec{E} = 0\]  \hfill (2.11)

of the form

\[\vec{E}(\vec{r}, t) = \hat{E}_0 e^{\vec{k} \cdot \vec{r} - \omega t} + c.c.\]  \hfill (2.12)

as the equation for a plane-wave of light, where \(E_0\) is the amplitude, \(\hat{r}\) is the unit vector in the direction of propagation, \(\omega\) is the frequency and \(\vec{k}\) is the wavevector.

### 2.1 Nonlinear optics

The development of the laser in the 1960’s led to amazing advances in nearly every field of physics. The field of experimental nonlinear optics would have been very difficult to pursue without it. Nonlinear optics encompasses phenomena that result from the electromagnetic response of a medium to an optical field, where the response has a nonlinear relationship to the applied electromagnetic wave. This includes a broad range of processes, and generally involves the creation of fields at frequencies different than the original frequency (The photo in Figure 2.1 is an example of frequency conversion).

When an incident electromagnetic wave \(E(\omega)\) (which will be referred to as the fundamental or pump) enters a medium, the polarization \(P(\omega)\) (dipole moment per unit volume) of the medium will depends on the incident wave [48, 49]:

\[\]
FIG. 2.1: Nonlinear generation photo using an ultrafast pump. Line *Input* is drawn to show direction of input pulses.

\[ \vec{P}_i(\omega) = \epsilon_0 (1 + \chi_{ij}) \cdot \vec{E}_j(\omega) \]  

(2.13)

where \( \chi_{ij} \) is the susceptibility tensor of the medium. The electric field and polarization are vectors.

\[ \vec{E} = E_1 \hat{x} + E_2 \hat{y} + E_3 \hat{z} \]  

(2.14)

\[ \vec{P} = P_1 \hat{x} + P_2 \hat{y} + P_3 \hat{z} \]  

(2.15)

The electrons in the medium cannot follow the changing electric field perfectly, and there will in general be some anharmonicity in their response. Therefore the polarization is expanded in powers of the incident electric field [48]:
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\[ P_i = \sum_{j=1}^{3} \chi^{(1)}_{ij} E_j + \sum_{j,k=1}^{3} \chi^{(2)}_{ijk} E_j E_k + \sum_{j,k,l=1}^{3} \chi^{(3)}_{ijkl} E_j E_k E_l + \ldots \]  

(2.16)

The \( \chi^{(1)} \), \( \chi^{(2)} \), and \( \chi^{(3)} \), etc. are tensors of ascending rank. The first term in Eq. 2.16 is the linear polarization, and the other terms describe the higher-order nonlinear polarization that lead to nonlinear optical phenomena. The second-order susceptibility can lead to the generation of a new optical field with twice the frequency of the incident field. This is known as second harmonic generation. The reverse process, where an incident field is converted into two fields with frequencies that sum to the original frequency, is called parametric down conversion.

We will focus on the properties of second harmonic generation in Sec. 2.1.1 below. Another type of frequency conversion process that can occur in materials is Raman scattering. Raman scattering is the inelastic scattering of light with matter, where the scattered light either receives or gives up energy to vibrational energy states of molecules. Raman scattering is a linear effect, which depends on \( \chi^{(1)} \). Higher-order Raman scattering is also possible, known as hyper-Raman scattering. Second-order hyper-Raman scattering, for instance, depends on the second-order nonlinearity. This will be discussed further in Chapter 7.

### 2.1.1 Second harmonic generation

Second harmonic generation (SHG) is a nonlinear process where energy from a beam of light of a given frequency \( \omega_0 \) (referred to as the pump or fundamental) is transferred to a new beam of light with twice the frequency \( \omega_s = 2\omega_0 \) (the second harmonic or SH field) by interaction with a medium with a nonlinear susceptibility
FIG. 2.2: Photo of second harmonic generation from 800 nm to 400 nm in a potassium lithium niobate crystal. Lines are drawn to show beam paths. The purple is the near-infrared pump (800 nm), which is seen as purple by the CCD camera.
(Fig. 2.3). The photo in Figure 2.2 shows an example of second harmonic generation of a 400 nm from an input laser at 800 nm. We consider the input electric field $\vec{E}(\omega_0)$ with linear polarization. First we demonstrate how the field with twice the frequency arises, then we will detail how the nonlinear susceptibility tensor mediates this generation.

To demonstrate how a new field with twice the frequency can arise, we will take a trivial example of a scalar $\chi$, that does not depend of frequency. If the input field is $E_0(\omega_0) = |E_0| \cos \omega_0 t$, then the second-order polarization ($P_{nl}$) generates an optical field ($\vec{E}_{nl}$) through Eq. 2.20 (from Eq. 2.16) [48]:

\[
E_{nl} = \varepsilon P_{nl} \\
= \varepsilon \left( \chi^{(2)} E_0(\omega_0) E_0(\omega_0) \right) \\
= \varepsilon \chi^{(2)} |E_0|^2 \cos^2 \omega_0 t \\
E_{nl} \simeq \frac{1}{2} \varepsilon \chi^{(2)} |E_0|^2 \cos (2 \omega_0 t)
\]

Now the generated field has a component with twice the initial frequency.

The nonlinear susceptibility is a tensor that describes the coupling between the electric field and polarization oscillations in different directions in a medium. It is common to express the susceptibility tensor $\chi^{(2)}_{ijk}$ in terms of the tensor $d_{ijk}$ [48]:

\[
d_{ijk} = \frac{1}{2} \chi^{(2)}_{ijk}
\]

The components of the second-order nonlinear polarization are then expressed as
\[
P_i(\omega_s) = \sum_{j,k=1}^{3} 2 \ d_{ijk} E_j(\omega_0) E_k(\omega_0)
\]  \hspace{1cm} (2.22)

We will work with systems where the optical frequencies \(\omega_0, \omega_s\) are much less than the absorption resonance frequencies of the material (which for optical crystals are typically in the UV range), so that the \(d_{ijk}\) is independent of frequency. Physically \(E_j(\omega_0)E_k(\omega_0)\) is the same as \(E_j(\omega_0)E_k(\omega_0)\) in Equation 2.22. Due to this symmetry, elements \(d_{ijk}\) are identical to \(d_{ikj}\), and in practice the tensor is reduced to \(d_{ijk} \to d_{il}\). The index \(l\) ranges from 1 – 6, encapsulating the indices \(j, k\) as given below.

\[
\begin{align*}
  j, k &\to l \\
  1, 1 &\to 1, \quad 2, 2 \to 2, \quad 3, 3 \to 3 \\
  2, 3 &\& 3, 2 \to 4, \quad 3, 1 &\& 1, 3 \to 5, \quad 1, 2 &\& 2, 1 \to 6
\end{align*}
\]  \hspace{1cm} (2.23)

The \(d_{i,j,k}\) elements are invariant under any permutation of the indices (the Kleinman symmetry condition [48]). For example, the value of \(d_{211}\) is identical to the permutation \(d_{112}\), so with the reduction above of \(j, k \to l\) we have the identities \(d_{211} = d_{21}\) and \(d_{112} = d_{16}\), thus \(d_{21} = d_{16}\). This reduces the independent elements further:

\[
d_{il} = \begin{bmatrix}
  d_{11} & d_{12} & d_{13} & d_{14} & d_{15} & d_{16} \\
  d_{16} & d_{22} & d_{23} & d_{24} & d_{14} & d_{12} \\
  d_{15} & d_{24} & d_{33} & d_{23} & d_{13} & d_{14}
\end{bmatrix}
\]  \hspace{1cm} (2.24)

Equation 2.22 is now re-written as
\[
\begin{bmatrix}
P_x(\omega_s) \\
P_y(\omega_s) \\
P_z(\omega_s)
\end{bmatrix} = 2 \begin{bmatrix}
d_{11} & d_{12} & d_{13} & d_{14} & d_{15} & d_{16} \\
d_{16} & d_{22} & d_{23} & d_{24} & d_{14} & d_{12} \\
d_{15} & d_{24} & d_{33} & d_{23} & d_{13} & d_{14}
\end{bmatrix} \begin{bmatrix}
E_x(\omega_0)^2 \\
E_y(\omega_0)^2 \\
E_z(\omega_0)^2 \\
E_y(\omega_0)E_z(\omega_0) \\
E_x(\omega_0)E_z(\omega_0) \\
E_x(\omega_0)E_y(\omega_0)
\end{bmatrix}
\] (2.25)

This is general for second harmonic generation. Crystals are often used for SHG. Different crystal structures have symmetries that determine the specific composition of \(d_{il}\).

![FIG. 2.3: Schematic of SHG inside nonlinear medium. Two photons of incident field (\(\omega\)) combine into one photon with doubled frequency (2\(\omega\)). \(\Delta k\) is the phase mismatch between the pump and SH fields.](image)

2.1.2 Nonlinear crystals

Optical crystals provide a useful medium for producing nonlinear effects such as SHG as they are transparent to the optical spectrum and can have non-zero nonlinear tensors. The \(\chi^{(2)}\) tensor is non-zero only in acentric crystals [50] – SHG is not feasible in centrosymmetric crystals. These crystals have inversion symmetry and
thus a center of inversion [48]. Uniaxial crystals have two distinct indices of refraction, an ordinary index \( (n_o) \) that is degenerate in two directions, and an orthogonal extraordinary index \( (n_e) \). Figure 2.4 shows a diagram of a uniaxial crystal.

![Diagram of a uniaxial crystal showing ordinary index \( n_o \) and extraordinary index \( n_e \).]

FIG. 2.4: Birefringent media have two distinct indices of refraction. The ordinary index of refraction \( (n_o) \) has two degenerate directions (red and blue arrows), and the extraordinary index has one direct perpendicular to the ordinary plane.

The choice of medium depends on the wavelengths of interest (as explained in Sec. 2.1.3). We used lithium niobate for our WGMR material because it is a uniaxial crystal that can phase-match second harmonic generation from 1064 nm to 532 nm by varying the temperature. We used several LiNbO\(_3\) wafers with different stoichiometries: congruent LiNbO\(_3\) (Nb rich), stoichiometric LiNbO\(_3\) (equal parts Li and Nb), and magnesium oxide-doped lithium niobate (MgO:LiNbO\(_3\)) [51]. These crystals have different birefringence/dispersion, and therefore different phase-matching temperatures (shown in Table 2.1). Both LiNbO\(_3\) and MgO:LiNbO\(_3\) are trigonal and in the \( 3m \) space group. The crystal structure determines the elements and symmetries of the \( d_{il} \) tensor. For the \( 3m \) group, the \( d_{il} \) tensor is
LiNbO$_3$ type: congruent, stoichiometric, MgO:LiNbO$_3$

<table>
<thead>
<tr>
<th>Nonlinear coefficient $d_{31}$</th>
<th>congruent</th>
<th>stoichiometric</th>
<th>MgO:LiNbO$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCPM Temperature $^\ast$ $(1064 \text{ nm} - 532 \text{ nm})$</td>
<td>$-6^\circ\text{C}$</td>
<td>$140^\circ\text{C}$</td>
<td>$110^\circ\text{C}$</td>
</tr>
</tbody>
</table>

TABLE 2.1: Nonlinear optical properties of lithium niobate (LiNbO$_3$) in different compositions – congruent (Nb $>$ Li), stoichiometric (Nb $=$ Li) [50], and magnesium oxide doped [53]. $^\ast$ – our measurements.

\[
d_d = \begin{bmatrix}
0 & 0 & 0 & 0 & d_{31} & -d_{22} \\
-d_{22} & d_{22} & 0 & d_{31} & 0 & 0 \\
d_{31} & d_{31} & d_{33} & 0 & 0 & 0 \\
\end{bmatrix}
\]  

As we are investigating conversion from $E_1(\omega_0) \rightarrow E_3(\omega_s)$, we are interested in the values of the $d_{31}$ element (Table 2.1). The indices of refraction of both LiNbO$_3$ and MgO:LiNbO$_3$ are similar, though the birefringence/dispersion is different. Therefore they have different phase-matching temperatures for a given pump wavelength. The MgO:LiNbO$_3$ is less susceptible to photorefractive damage [52], which is important as the WGMRS can build up very high intensities inside the crystal. The nonlinear coefficients $d_{31}$ and phase-matching temperatures for these different crystals are in Table 2.1.

### 2.1.3 Phase-matching

Second harmonic generation must obey energy and momentum conservation. Energy conservation is met through the conversion of two photons of fundamental frequency $\omega_f$ into one photon of higher (second harmonic) frequency $\omega_s$: 
Momentum conservation occurs when the wavevectors of the fundamental field ($\vec{k}_f$) sum to the wavevector of the second harmonic frequency ($\vec{k}_s$):

$$\vec{k}_s = \vec{k}_f + \vec{k}_f$$  \hspace{1cm} (2.28)

where $|\vec{k}_i| = \frac{\omega_i}{c} n(\omega_i)$, $c$ is the speed of light, and $n$ is the index of refraction. The momentum conservation condition is typically difficult to satisfy in ordinary materials due to dispersion. The different indices of refraction for different wavelengths lead to a phase shift of the generated frequency, ultimately preventing significant generation.

The phase mismatch $\Delta k$:

$$\Delta \vec{k} = \vec{k}_{2f} - \left( \vec{k}_f + \vec{k}_f \right)$$  \hspace{1cm} (2.29)

can be reduced through various mechanisms in different media, a process referred to as phase-matching. Crystals are useful systems for these processes when they have low optical absorption, as their regular structure allows for consistent dispersion compensation. We will focus on phase-matching in crystals. In some media, non-collinear wavevectors will sum to zero at a particular angle. This is referred to as critical phase-matching [50].

Another method of phase-matching flips the crystal domains periodically, thus inverting the phase of the generated light to match phase of light generated in the pre-
vious domain. This is called quasi-phase-matching \[50\]. In this method the wavevec-
tors are typically collinear. Not all of the generated light will be phase-matched, so
while it allows nonlinear generation in crystals where other phase-matching methods
are not possible, it is not as efficient.

In anisotropic crystals (Figure 2.4), the birefringence can be tuned (using tem-
perature or a DC electric field) to exactly cancel the dispersion, with the fundamental
and second harmonic fields collinear. This is called non-critical phase-matching \[50\].
The pump field is polarized along one crystal axis (we will use the ordinary axis),
and the generated second harmonic is polarized along an orthogonal direction with a
different index (in our case the extraordinary axis). The temperature can be tuned
to change the birefringence, and the phase mismatch between pump and SH fields is
expressed as a function of refractive index:

\[
\Delta k = |k_s| - 2|k_f| = \frac{2\omega_f}{c} (n(\omega_s, T) - n(\omega_f, T)) \tag{2.30}
\]

The index of refraction is a function of temperature \(T\) and frequency \(\omega\). An ex-
ample of non-critical phase-matching is shown in the plot in Figure 2.5. The ordinary
and extraordinary refractive indices of lithium niobate are plotted versus temperature
for 1064 nm and 532 nm wavelengths of light, respectively. The ordinary refractive
index varies less than the extraordinary index with temperature. At a particular
temperature \((T_{pm})\), the indices \(n_o(1064\ nm, T_{pm}) = n_e(532\ nm, T_{pm})\) are equal. If the
pump 1064 nm field is polarized along the ordinary axis, then the second harmonic
532 nm field will be generated with a polarization along the extraordinary axis, with
a phase mismatch of \(\Delta k = 0\) (Eq. 2.30).
FIG. 2.5: Phase-matching curve for non-critical phase-matching in lithium niobate. The ordinary \((n_0)\) and extraordinary \((n_e)\) indices of refraction depend differently on temperature. The phase mismatch \((\Delta K)\) is minimized when \(n_0(1064 \, \text{nm}) = n_e(532 \, \text{nm})\), which is at \(T_c = 140 \, ^\circ\text{C}\) in LiNbO\(_3\).

2.1.4 Intensity dependence

As SHG couples the pump and generated field through the second-order electric field, it depends on the intensity of the incident field. The \(\chi^{(2)}\) coefficient is typically small, so a very high intensity field is required for significant conversion. The first experimental observation of SHG, by a single-pass through a potassium dihydrogen phosphate (KDP) crystal, was famously omitted from the PRL article because the SHG in the photo was so small it appeared to be a stray spot \[54\].

One solution to this problem is to simply increase the power of the pump field. However this can be inefficient as it may be difficult to produce a sufficiently powerful fundamental field, it is more difficult to separate the left-over fundamental light, and the high-power can damage the crystal. Another solution is to compress the field temporally by using an ultrafast pulse \[48\]. This method has been useful for
producing many nonlinear optical effects (see Fig. 2.1). However this method has similar drawbacks to the first solution.

Another solution is to increase the conversion efficiency using an optical cavity. The cavity confines the field and allows the intensity to build up. By placing the nonlinear crystal inside the cavity, the increased intensity lowers the input power required for nonlinear conversion [55].

Nonlinear conversion inside optical cavities improve conversion efficiency and can thus improve the effects of conversion, such as quantum noise reduction. We explore using a type of monolithic cavity, a whispering-gallery mode resonator (WGMR), for the generation of squeezed states of light.

2.2 Optical cavities

![Diagram of a two-mirror cavity](image)

**FIG. 2.6**: Diagram of a two-mirror cavity.

Optical cavities serve a range of important roles in optical systems. The simplest model of an ideal optical cavity is two mirrors with reflectance $R_1$ and $R_2$ separated by a distance $L$ (Figure 2.6). Transmission through the mirrors is related to the reflectance by $T = 1 - R$. 
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Now we put an input field $\vec{E}_{in}$ incident on the input mirror. There will be a reflected beam $\vec{E}_r = \sqrt{R_1} \times \vec{E}_{in}$ outside and a field transmitted inside the cavity $\vec{E}_0 = \sqrt{1 - R_1} \times \vec{E}_{in}$. This intracavity field reflects off of mirror $R_2$ and makes a round-trip back to the input mirror. The intracavity field again reflects off of mirror $R_1$ and is now $\vec{E}_1 = \sqrt{R_1 R_2} \times \vec{E}_0$.

Realistically the field will encounter loss per unit length $\alpha$ as it travels through the cavity due to absorption in the cavity material, transmission through the mirrors, and diffractive losses transverse to the cavity. Then the intensity remaining after each round trip will be $e^{-\alpha p}$. Here $p$ is the optical path length of the cavity, which is the physical path length multiplied by the index of refraction $n$ (in this model $p = 2Ln$). Now the field after one round-trip, $\vec{E}_1$, is

$$\vec{E}_1 = \sqrt{R_1 R_2 e^{-\alpha p}} \times \vec{E}_0 = g \times \vec{E}_0$$

(2.31)

where $g = \sqrt{R_1 R_2 e^{-\alpha p}}$. This process continues and expressions for $\vec{E}_2, \vec{E}_3, \ldots$ can be similarly written. As we assume the input is a continuous field, we sum these to obtain an expression for the total intracavity field $\vec{E}_{cav}$:

$$\vec{E}_{cav} = \vec{E}_0 + \vec{E}_1 + \vec{E}_2 + \vec{E}_3 + \ldots$$

(2.32)

$$\vec{E}_{cav} = \vec{E}_0 (1 + g + g^2 + g^3 + \ldots)$$

(2.33)

$$= \frac{\vec{E}_0}{(1 - g)}$$

(2.34)

Light that travels through the cavity undergoes a phase shift.
\[ \delta \phi = 2 \pi (\Delta \nu) \frac{p}{c} \]  

(2.35)
due to reflection off of the mirrors and the distance propagated (where \( \Delta \nu = \nu_{in} - \nu_{cav} \)). Only fields with frequencies that constructively interfere after a round trip through cavity can survive to build-up power. The interference condition (Eq. 2.35) defines the allowed frequencies (\( \nu_{cav} \)) to be integer multiples (\( m_{opt} \)) of the fundamental frequency allowed (Eq. 2.36).

\[ \nu_{cav} = m_{opt} \frac{c}{p} \]  

(2.36)

The distance in frequency between adjacent modes is defined as the free-spectral range (FSR), Eq. 2.37.

\[ FSR = \frac{c}{p} \]  

(2.37)

With the phase shift per round trip included, Eq. 2.34 becomes:

\[ \vec{E}_{cav} = \frac{\vec{E}_0}{(1 - ge^{-i\phi})} \]  

(2.38)

\[ = \frac{\sqrt{T_1} \vec{E}_{in}}{(1 - ge^{-i\phi})} \]  

(2.39)

The power inside the cavity is given by Eq. 2.40.
The frequency dependence in Equation 2.41 can be separated out:

\[
P_{\text{cav}} \propto |E_{\text{cav}}|^2 = \frac{T_1 |E_{\text{in}}|^2}{(1 - g e^{-i\delta \phi})^2}
\]

\[
= \frac{T_1 |E_{\text{in}}|^2}{(1 - g)^2 + 4g \sin^2(\delta \phi/2)}
\]

(2.41)

where \( F = \frac{\pi \sqrt{g}}{1 - g} \) is the finesse, a measure of the potential power build-up. Figure 2.7 shows the effect of finesse on the cavity spectrum. The maximum power \( P_{\text{max}} \) is equal to the first term in Eq. 2.42, \( P_{\text{max}} = \frac{T_1 |E_{\text{in}}|^2}{(1 - g)^2} \). The finesse can be measured by \( F = \frac{\text{FSR}}{\text{FWHM}} \).

The family of modes described above by the FSR are the longitudinal modes. There are also a set of transverse modes, defined by the different transverse paths that can be taken through the cavity, referred to as spatial modes. It is typically desired to couple to the fundamental transverse mode, though multiple spatial modes are often excited. To reduce loss into other spatial modes, the input field must be shaped to match the desired spatial mode, a process called mode-matching.

Another important measure of the cavity is the quality factor, or Q-factor. The Q-factor is defined as the ratio of energy stored to energy lost per round trip \( Q \equiv 2\pi \times \frac{\text{(energy stored)}}{\text{(energy lost)}} \). The ratio of energy stored to energy lost is equal to the light frequency \( \nu \) times the lifetime of a photon in the cavity \( \tau \), so \( Q = 2\pi \nu \tau \) [56]. The lifetime \( \tau \) is related to the full-width at half-max FWHM of the cavity resonance by \( \tau = \frac{1}{2\pi \text{FWHM}} \). For example, with a 1 \( \mu \text{m} \) wavelength laser,
FIG. 2.7: Spectrum of a Fabry-Perot cavity.

A quality factor of $Q = 10^8$ corresponds to a photon lifetime of about 50 ns, and in a 1 cm cavity corresponds to about 1500 passes through the cavity. Q-factor can be measured experimentally by measuring the full-width at half-max of the cavity mode resonance with a laser of frequency $\nu$:

$$Q = \frac{\nu}{\text{FWHM}}$$

(2.43)

High quality factors can be achieved in two-mirror cavities using mirrors with very high reflectivity. With such high reflectivity ($R > 0.999998$) [57], it is difficult to couple light into the cavity (because the corresponding transmission is so low), and they must often be enclosed inside many layers of material to maintain stability.
A different type of cavity, a whispering-gallery mode resonator, uses total internal reflection to achieve very high quality factors, and waveguide coupling techniques to more easily couple light into the cavity.

### 2.3 Whispering-gallery mode resonators

Whispering-gallery mode resonators borrow their name from the architectural phenomenon of whispering galleries, where a whisper can be heard at any point along a circular wall. The first study of this effect was done by Lord Rayleigh in St. Paul’s Cathedral in London in the late 19th century [58, 59] (Figure 2.8). The frequencies of sound waves that can propagate in this manner are determined by the geometry of the gallery.

![Whispering Gallery](image)

**FIG. 2.8:** The dome of St. Paul’s Cathedral contains perhaps the most famous whispering gallery.

Optical whispering-gallery mode resonators are based on this idea, instead using a curved surface in an optically-transparent material with a high index of refraction to create total internal reflection.
FIG. 2.9: Lithium niobate WGMR disks were $\sim 7$ mm in diameter and 1 mm thick. Left: Disk mounted on brass post for polishing. Right: Disk mounted in apparatus for prism coupling.

2.3.1 Optical WGMRs

Whispering-gallery mode resonators have been made from a variety of different materials in different configurations. WGMRs have been made from amorphous materials (fused silica droplets), isotropic optical crystals such as calcium fluoride (CaF$_2$) and magnesium fluoride (MgF$_2$), nonlinear optical crystals such as lithium niobate (LiNbO$_3$, Figure 2.9) and beta barium borate (BBO), IR waveguide material such as Si, as well as other materials such as polymethylmethacrylate (PMMA) [60]. They are used in many applications, ranging over laser cavities, biological and environmental sensors, electro-optic modulators, and optical switches [61–63].

Whispering-gallery mode resonators have many properties that make them advantageous over traditional cavity designs. Fundamentally, they rely on total internal reflection to form the cavity, which creates very high reflectivities compared to mirrored cavities. The high reflectivity leads to very high quality factors of $Q > 10^7$, where a high quality two-mirror cavity might have a $Q \sim 10^6$. The quality factor is a function of the surface quality, wavelength, and material absorption. In practice, the surface quality can be improved until the material absorption becomes the limiting factor. Table 2.2 shows $Q$-factor limits (both theoretical and experimental) for some typical WGMR materials.
<table>
<thead>
<tr>
<th>Material</th>
<th>$Q$-factor (theoretical)</th>
<th>$Q$-factor (experimental)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaF$_2$</td>
<td>$\sim 10^{12}$</td>
<td>$2 \times 10^{10}$</td>
</tr>
<tr>
<td>fused silica</td>
<td>$0.9 \times 10^{10}$</td>
<td>$0.8 \times 10^{10}$</td>
</tr>
<tr>
<td>sapphire</td>
<td>$\sim 10^{10}$</td>
<td>$\sim 1 \times 10^{9}$</td>
</tr>
<tr>
<td>LiNbO$_3$</td>
<td>$\sim 10^{8}$</td>
<td>$2 \times 10^{8}$</td>
</tr>
</tbody>
</table>

TABLE 2.2: Quality factors for different optical materials typically used for WGMRs, including CaF$_2$ [64], fused silica [65, 66], sapphire [64, 67], and LiNbO$_3$ [64], experimental value in this work. Theoretical limits are based on material absorption coefficients.

Whispering-gallery mode resonators have several other advantageous features. Coupling to a WGM requires waveguide coupling techniques. As opposed to a cavity that uses and input/output coupling mirror, where the coupling rate is physically fixed, the coupling rate to a WGMR can be controlled. Whispering-gallery mode resonators also have a small mode volume along the entire length of the cavity. This allows a much longer length where the intensity is a maximum. With a high quality factor and small mode volume the intensity can build-up several orders of magnitude compared to the input.

### 2.3.2 WGM spectral properties

Figure 2.10 shows the transmission from a whispering-gallery cavity for different frequencies. Compared with the one-dimensional cavity of Figure 2.7, a “forest” of many different spatial modes is visible. The modal frequencies are influenced by the boundary conditions of the shape of the resonator. The frequencies have been derived for a sphere in [68] from the solutions to the scattering of electromagnetic waves from a dielectric sphere (Mie scattering). Equations for the electric field inside a dielectric sphere are solutions to Equation 2.9 of the form [43, 47, 69]:
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FIG. 2.10: Whispering-gallery mode resonator spectrum from a LiNbO$_3$ disk. Laser frequency is swept through one free spectral range of the cavity. Many different modes within one FSR are visible.
\[ E_{lm}(r, \theta, \phi) = E_0 \ Y_{lm}(\theta, \phi) \ j_l(k_l r) \] (2.44)

where \( Y_{lm}(\theta, \phi) \) are spherical harmonics describing the angular dependence, \( j_l(k_l r) \) are spherical Bessel functions that give the radial dependence, and modes are indexed by radial mode number \( i \) and orbital and azimuthal mode numbers \( l, m \).

The cavity the modes can be split into two polarizations – transverse electric modes (TE) where \( \vec{r} \cdot \vec{E} = 0 \), and transverse magnetic (TM) modes where \( \vec{r} \cdot \vec{H} = 0 \) [47, 69]. These frequencies can be expressed (for a sphere of radius \( R \) and \( l \sim m \)) as:

\[ f_{i,l} = \frac{x_{i,l} c}{2 \pi R} \] (2.45)

The parameter \( x_{i,l} \) is a mode size parameter, which is derived in [68] and approximated by Eqs. 2.46, 2.47 for TE and TM modes, respectively:

\[
\begin{align*}
    n(\lambda) x_{i,l} &\approx \left( l + \frac{1}{2} \right) + \alpha_i \left( \frac{l + \frac{1}{2}}{\frac{2}{2}} \right)^{1/3} + \frac{3\alpha_i^2}{20} \left( \frac{2}{l + \frac{1}{2}} \right)^{1/3} \\
    &\quad - \sqrt{\frac{n^2(\lambda)}{n^2(\lambda) - 1}}
\end{align*}
\] (2.46)

\[
\begin{align*}
    n(\lambda) x_{i,l} &\approx \left( l + \frac{1}{2} \right) + \alpha_i \left( \frac{l + \frac{1}{2}}{\frac{2}{2}} \right)^{1/3} + \frac{3\alpha_i^2}{20} \left( \frac{2}{l + \frac{1}{2}} \right)^{1/3} \\
    &\quad - \frac{1}{n(\lambda) (n^2(\lambda) - 1)^{1/2}}
\end{align*}
\] (2.47)
where \( \alpha_i \) are the roots of the Airy function and \( n(\lambda) \) is the wavelength dependent index of refraction. For a spherical resonator, the frequencies for modes \( m \neq l \) are degenerate. However, for resonators that deviate from a sphere, the degeneracy is broken, giving rise to a multitude of resonant frequencies for a given \( l \) [63, 70], (as seen in Fig. 2.10). These frequencies \( f_{lm} \) are approximated as a function of the amount of deviation of the minor axis from a sphere \( \Delta a \) [63]:

\[
f_{lm} \simeq f_i \left[ 1 - \frac{\Delta a}{R} \left( 2 + 3\frac{l^2 - m^2}{l^2} \right) \right] \tag{2.48}
\]

While it is possible to approximate these frequencies by Eq. 2.48, this requires accurate knowledge of the resonator shape, which is not always available. This makes identifying the observed modes difficult [70]. The relationship of the wavevectors of the modes to the cavity geometry change the phase-matching relationship from that of Eq. 2.30, which alters the phase-matching temperature for different pairs of pump and second harmonic modes, as will be seen in Chapter 5.
CHAPTER 3

Quantum model of light

To study the quantum mechanical properties of light, we must first quantize the electromagnetic fields. This procedure is similar to the second quantization of matter.

We begin with the vector potential of the electro-magnetic field $\vec{A}$, and consider solutions to the wave equation (Eq. 3.1) [71].

$$\nabla^2 \vec{A} - \frac{1}{c^2} \frac{\partial^2 \vec{A}}{\partial t^2} = 0 \quad (3.1)$$

The vector potential is related to the electric ($\vec{E}$) and magnetic ($\vec{B}$) fields by Equations 3.2, 3.3.

$$\vec{B} = \nabla \times \vec{A} \quad (3.2)$$

$$\vec{E} = -\frac{\partial}{\partial t} \vec{A} \quad (3.3)$$

The spatial and temporal functions can be separated, and we use a spatial solu-
tion of the form in Eq. 3.4

\[ \vec{A}(r, t) = \sum_j \left[ \vec{A}_k(t)e^{ik \cdot r} + \vec{A}_k^*(t)e^{-ik \cdot r} \right] \] (3.4)

If we consider a volume \( V = L^3 \), then \( \vec{k} \) are the normal modes that satisfy the periodic boundary conditions in Eq. 3.5 (where the \( m \) are integers).

\[ k_x = \frac{2\pi}{L}m_x, \quad k_y = \frac{2\pi}{L}m_y, \quad k_z = \frac{2\pi}{L}m_z \] (3.5)

We choose the Coulomb gauge (Eq. 3.6), so the temporal equation will take the form of Equation 3.7 [71], where the normal mode frequencies \( \omega_k \) will be related to the mode wavevectors by \( \omega_k = ck \).

\[ \nabla \cdot \vec{A} = 0, \quad \vec{k} \cdot \vec{A}_k(t) = 0 \] (3.6)

\[ \frac{\partial^2 \vec{A}}{\partial t^2} + \omega_k^2 \vec{A}_k = 0, \quad \omega_k = ck \] (3.7)

The solutions for the vector potential, as well as the electric and magnetic fields, are then given by:

\[ \vec{A}_k(t) = \vec{A}_k e^{-i\omega_k t} \] (3.8)

\[ \vec{E}_k = i\omega_k \left[ \vec{A}_k e^{-i\omega_k t + ik \cdot r} - \vec{A}_k^* e^{i\omega_k t - ik \cdot r} \right] \] (3.9)

\[ \vec{H}_k = i\frac{k}{\mu_0} \times \left[ \vec{A}_k e^{-i\omega_k t + ik \cdot r} - \vec{A}_k^* e^{i\omega_k t - ik \cdot r} \right] \] (3.10)
The equation for the cycle-averaged energy in mode $k$ is Eq. 3.11, which is then transformed into canonical coordinates $p, q$ in Eq. 3.12 by defining $\vec{A}, \vec{A}^*$ (with polarization vector $\hat{\epsilon}_k$) as in Eq. 3.13.

\[
U_k = \frac{1}{2} \int \left( \epsilon_0 E_k^2 + \mu_0 H_k^2 \right) dV
\]
\[= 2\epsilon_0 V \omega_k^2 \vec{A}_k \cdot \vec{A}^*_k \quad (3.11)
\]
\[U_k = \frac{1}{2} \left( p_k^2 + \omega_k^2 q_k^2 \right) \quad (3.12)
\]
\[
\vec{A}_k = \frac{(\omega_k q_k + ip_k)\hat{\epsilon}_k}{\sqrt{4\epsilon_0 V \omega_k}}, \quad \vec{A}^*_k = \frac{(\omega_k q_k - ip_k)\hat{\epsilon}_k}{\sqrt{4\epsilon_0 V \omega_k}} \quad (3.13)
\]

This transformation allows us to write an expression for energy under periodic boundary conditions that is equivalent to the simple harmonic oscillator, where each mode $k$ is an independent oscillator. These modes can be quantized by converting the canonical variables to operators (Eq. 3.14). Following the standard quantization procedure, we introduce the creation and annihilation operators, Equation 3.15.

\[
q \rightarrow \hat{q}, \quad p \rightarrow \hat{p}, \quad [\hat{q}_k, \hat{p}_{k'}] = i\hbar \delta_{k,k'} \quad (3.14)
\]
\[
\hat{a} = \frac{(\omega_k q_k + ip_k)}{\sqrt{2\hbar \omega_k}}, \quad \hat{a}^\dagger_k = \frac{(\omega_k q_k - ip_k)}{\sqrt{2\hbar \omega_k}} \quad (3.15)
\]

The energy (Eq. 3.12) can now be written as an operator $\hat{H}$ in terms of $\hat{a}_k, \hat{a}^\dagger_k$ using Eqs. 3.14,3.15, which gives the Hamiltonian:

\[
\hat{H} = \hbar \omega_k \left( \hat{a}^\dagger_k \hat{a}_k + \frac{1}{2} \right) \quad (3.16)
\]
The field amplitudes are converted to operators (Eq. 3.17) in terms of the creation and annihilation operators.

\[
\vec{A}_k \rightarrow \hat{A}_k = \sqrt{\frac{\hbar}{2\epsilon_0 V \omega_k}} \hat{a}_k \hat{\epsilon}_k
\]

\[
\vec{A}^*_k \rightarrow \hat{A}^\dagger_k = \sqrt{\frac{\hbar}{2\epsilon_0 V \omega_k}} \hat{a}^\dagger_k \hat{\epsilon}_k
\] (3.17)

The vector potential is defined as an operator (Eq. 3.18).

\[
\hat{A}(\mathbf{r}, t) = \sum_k \sqrt{\frac{\hbar}{2\epsilon_0 V \omega_k}} \hat{\epsilon}_k \left[ \hat{a}_k e^{-i\omega_k t + i\mathbf{k} \cdot \mathbf{r}} - \hat{a}^\dagger_k e^{i\omega_k t - i\mathbf{k} \cdot \mathbf{r}} \right] \] (3.18)

The electric field and magnetic field operators are given by Eq. 3.19 and 3.20.

\[
\hat{E}(\mathbf{r}, t) = \sum_k i \sqrt{\frac{\hbar \omega_k}{2\epsilon_0 V \omega_k}} \hat{\epsilon}_k \left[ \hat{a}_k e^{-i\omega_k t + i\mathbf{k} \cdot \mathbf{r}} - \hat{a}^\dagger_k e^{i\omega_k t - i\mathbf{k} \cdot \mathbf{r}} \right] \] (3.19)

\[
\hat{H}(\mathbf{r}, t) = \sum_k i \sqrt{\frac{\hbar c^2}{2\mu_0 V \omega_k}} \hat{\epsilon}_k \left[ \hat{a}_k e^{-i\omega_k t + i\mathbf{k} \cdot \mathbf{r}} - \hat{a}^\dagger_k e^{i\omega_k t - i\mathbf{k} \cdot \mathbf{r}} \right] \] (3.20)

It will also be useful to discuss the positive (\(\hat{A}^+(\mathbf{r}, t)\)) and negative (\(\hat{A}^-(\mathbf{r}, t)\)) frequency components separately, where

\[
\hat{A}^+(\mathbf{r}, t) = \sum_k \sqrt{\frac{\hbar}{2\epsilon_0 V \omega_k}} \hat{\epsilon}_k \hat{a}_k e^{-i\omega_k t + i\mathbf{k} \cdot \mathbf{r}} \] (3.21)

\[
\hat{A}^-(\mathbf{r}, t) = \sum_k \sqrt{\frac{\hbar}{2\epsilon_0 V \omega_k}} \hat{\epsilon}_k \hat{a}^\dagger_k e^{i\omega_k t - i\mathbf{k} \cdot \mathbf{r}} \] (3.22)
Similarly, the positive and negative frequency components can be written for the electric field \((\hat{E}^+(\mathbf{r}, t), \hat{E}^-(\mathbf{r}, t))\) and magnetic field \((\hat{H}^+(\mathbf{r}, t), \hat{H}^-(\mathbf{r}, t))\) operators.

### 3.1 Cavity vs. free-space operators

It is conventional to write the fields inside finite cavities with photon number operators in units of photons, while free-space fields are generally written so that their photon number operators have units of flux (photons/second). This is often confusing as it is assumed without comment.

So far we have assumed the fields exist in an effective cavity. In this dissertation we will need to connect intracavity fields to free-space fields. To determine the connection, we will consider the one-dimensional case where \(\mathbf{r} \rightarrow z\), and \(\mathbf{k} \cdot \mathbf{r} = kz\).

In free-space, the fields are represented in the form

\[
\hat{A}(z, t) = \hat{a}e^{ikz - i\omega t}
\]  

(3.23)

This is analogous to a running EM wave. To connect these to the intracavity annihilation operators, we decompose them as a combination of intracavity modes:

\[
\hat{A}(z, t) = \sum_k \hat{a}_k e^{ikz - i\omega_k t}
\]  

(3.24)

Then the commutator is
\[
\left[ \hat{A}(z, t), \hat{A}^\dagger(z, t) \right] = \sum_{k, k'} \left[ \hat{a}_k e^{-i\omega_k t + ikz}, \hat{a}^\dagger_{k'} e^{i\omega_{k'} t' - ik'z'} \right]
\]

\[= \sum_{k, k'} \left[ \hat{a}_k, \hat{a}^\dagger_{k'} \right] e^{ikz - ik'z' - i\omega_k t + i\omega_{k'} t'}
\]

(3.25)

(3.26)

The commutator \( \left[ \hat{a}_k, \hat{a}^\dagger_{k'} \right] = \delta_{k,k'} \), and frequency is related to the wavevector by \( \omega = ck \), so Eq. 3.26 becomes (at \( z' = z \)):

\[
\left[ \hat{A}(z, t), \hat{A}^\dagger(z, t) \right] = \sum_{k, k'} \delta_{k,k'} e^{ikz - ik'z' - i\omega_k t + i\omega_{k'} t'}
\]

\[= \sum_k e^{ik(z - z' - c(t - t'))}
\]

(3.27)

(3.28)

(3.29)

Inside the cavity (of length \( L \)), the wavevectors allowed are \( kL = 2\pi m \), where \( m \) is an integer [72]. The distance in k-space between adjacent modes is \( dkL = 2\pi \rightarrow dk = \frac{2\pi}{L} \). In free space, the sum in Equation 3.28 can be replaced with an integral:

\[
\left[ \hat{A}(z, t), \hat{A}^\dagger(z, t) \right] = \sum_k e^{ik(z - z' - c(t - t'))} \frac{dk}{dk}
\]

\[= \frac{1}{dk} \int_k e^{ik(z - z' - c(t - t'))} dk
\]

(3.30)

(3.31)

(3.32)

The integral \( \int_k e^{-ikc(t - t')} dk = 2\pi \delta(c(t - t')) \), then
\[
\frac{L}{2\pi} \int_k e^{-ikc(t-t')} dk = L\delta(c(t-t')) \\
= \frac{L}{c}\delta(t-t')
\] (3.33)

Comparing Eq. 3.29 and Eq. 3.34 we can connect the intracavity and free-space annihilation and creation operators by the normalization \( L/c \), such that

\[
\langle \hat{A}^\dagger \hat{A} \rangle = \frac{c}{L} \langle \hat{a}^\dagger \hat{a} \rangle 
\] (3.35)

where \( \hat{A}(z,t), \hat{A}^\dagger(z,t) \) are the free-space operators, and \( \hat{a}, \hat{a}^\dagger \) are the intracavity operators. In the following chapters, all field operators inside the WGMR cavity (lowercase \( \hat{a} \)) will have units of photons, and field operators outside the cavity (uppercase \( \hat{A} \)) will have units of photon flux [73], connected by Eq. 3.35.

### 3.2 Coherent states

The eigenstates \( |n_k\rangle \) of the Hamiltonian are also eigenstates of the number operator \( \hat{a}^\dagger \hat{a}|n_k\rangle = n_k|n_k\rangle \), where \( n_k \) is the number of excitations in mode \( k \). These are called number or Fock states, as they have a definite number of excitations. The creation and annihilation operators act on these states to increase or decrease the number of excitations, and therefore change the number state. While theoretically easy to work with, these states are not easily found in nature. A classical monochromatic electromagnetic field is most accurately represented by superposition of number states, called coherent states [74]. The representation of a single mode coherent state
is:

\[ |\alpha\rangle_k = \sum_{n} \frac{\alpha^n_k}{\sqrt{n!}} e^{-\frac{1}{2} |\alpha_k|^2} |n\rangle \]  
\[ (3.36) \]

Note that they are eigenstates of the annihilation operator, so \( \hat{a} |\alpha\rangle = \alpha |\alpha\rangle \). Also note that these states do not have a definite number of excitations, but only a mean excitation number. The number operator expectation value is \( \langle \alpha | \hat{a}^\dagger \hat{a} |\alpha\rangle = \alpha \).

The ideal output of a laser is an example of a coherent state.

In order to examine the uncertainty relations, it is useful to define the quadrature operator \( \hat{X}(\phi) \) as a combination of the annihilation and creation operators:

\[ \hat{X}(\phi) = \hat{a}^\dagger e^{i\phi} + \hat{a} e^{-i\phi} \]  
\[ (3.38) \]

We further define the two orthogonal cases, where \( \phi = 0 \) and \( \pi/2 \), as \( \hat{X}_1 \) and \( \hat{X}_2 \), respectively.

\[ \hat{X}_1 = \hat{a} + \hat{a}^\dagger \]  
\[ (3.39) \]
\[ \hat{X}_2 = -i (\hat{a} - \hat{a}^\dagger) \]  
\[ (3.40) \]

These are known as the amplitude quadrature (\( \hat{X}_1 \)) and phase quadrature (\( \hat{X}_2 \)).

This provides a useful basis for representing the properties of light. The equation for the electric field operator \( \hat{E} \) can be written as
\[ \hat{E}(z, t) = \sqrt{\frac{h \omega}{2 \epsilon_0 V}} \left[ \hat{X}_1 \cos(\omega t - kz) + \hat{X}_2 \sin(\omega t - kz) \right] \] (3.41)

Figure 3.1 shows a coherent state displayed in quadrature space. The expectation value of the amplitude corresponds to the length of the line, and the phase is the angle relative to the \( \hat{X}_1 \) quadrature. There is uncertainty in the absolute state, which is shown as a spread of points around the expectation value. Uncertainty is represented as \( \Delta \hat{X} \), and the quadrature operators obey the uncertainty principle, as they are hermitian:

\[ \langle \Delta \hat{X}_1^2 \rangle \langle \Delta \hat{X}_2^2 \rangle = 1 \] (3.42)

A coherent state has a minimum uncertainty, with equal uncertainty in each quadrature:

\[ \langle \Delta \hat{X}_1^2 \rangle = \langle \Delta \hat{X}_2^2 \rangle = 1 \] (3.43)

### 3.3 Squeezed light

Uncertainties below the quantum limit are allowed in one quadrature, so long as the uncertainty in the other quadrature increases to preserve the uncertainty inequality. This is known as a squeezed state. These states were first classified by D. F. Walls in 1983 [75]. Figure 3.2 shows a ball-and-stick model of a coherent state, amplitude
FIG. 3.1: Representation of light in quadrature space. The dots represent "measurements" of the light field. The length of the line shows the average amplitude, and the angle is the phase. The uncertainties in the quadratures $\Delta \hat{X}_1$ and $\Delta \hat{X}_2$ are indicated.
squeezed state, and a phase squeezed state.

![Image of three diagrams: Coherent State, Amplitude Squeezing, Phase Squeezing](image)

FIG. 3.2: Ball-on-stick representation of a laser in quadrature space. The arrow indicates the amplitude and the angle is the phase. Ball represents the uncertainty in amplitude and phase. Left: a coherent state, with an equal area of uncertainty. Middle: an amplitude squeezed state, where the amplitude uncertainty is below the standard quantum limit (SQL) and the phase uncertainty is above the SQL. The uncertainty area is the same as in the coherent case. Right: a phase squeezed state.

A squeezed state $|S\rangle$ can be described mathematically as a coherent state ($|\alpha\rangle$) that has been acted upon by the squeezing operator (Eq. 3.44), which is defined in Eq. 3.45 [73]:

$$|S\rangle = \hat{S}|\alpha\rangle$$

$$\hat{S}(\eta) = e^{\frac{1}{2}\eta^* \hat{a}^2 - \frac{1}{2}\eta \hat{a}^\dagger 2}$$

where $\eta$ is a complex parameter defining the amount ($r_s$) and angle ($\theta_s$) of squeezing.

$$\eta = r_s e^{2i\theta_s}$$

The angle $\theta_s$ is the direction of maximum squeezing. For example, squeezing
along $\hat{X}_1$ occurs when $\theta_s = 0$, then the variance is

$$Var(\hat{X}_1) = \langle \Delta \hat{X}_1^2 \rangle = e^{-2r_s} \quad (3.47)$$

This is less than 1, below the standard quantum limit exhibited by a coherent state (Eq. 3.43). With $\theta_s = 0$, the variance of the $\hat{X}_2$ quadrature is

$$Var(\hat{X}_2) = \langle \Delta \hat{X}_2^2 \rangle = e^{2r_s} \quad (3.48)$$

Equation 3.48 shows the increase in uncertainty of the anti-squeezed quadrature.

A pure squeezing operator is difficult to realize experimentally. Generating squeezed light requires a process to have a Hamiltonian containing terms similar to the squeezing operator. The squeezing operator can be approximated (using the Baker-Hausdorff lemma [76]):

$$\hat{S}(\eta) = e^{\frac{i}{2} \eta^* \hat{a}^2} e^{-\frac{i}{2} |\eta|^2} e^{-\frac{i}{4} |\eta|^2 [\hat{a}^2, \hat{a}^{\dagger^2}]} \quad (3.49)$$

$$\approx \left(1 + \frac{1}{2} \eta^* \hat{a}^2\right) \left(1 - \frac{1}{2} |\eta|^2 \left[\hat{a}^2, \hat{a}^{\dagger^2}\right]\right) \quad (3.50)$$

$$\approx 1 + \frac{1}{2} \left(\eta^* a^2 - \eta a^{\dagger^2}\right) \quad (3.51)$$

The nonlinear term $\hat{a}^2$ in Equation 3.51 corresponds to pair elimination, and the $\hat{a}^{\dagger^2}$ term to pair production. These are also present in the nonlinear processes second harmonic generation (SHG) and parametric down-conversion (PDC).

Both SHG [11–18] and PDC [19–25] have been used to generate squeezed light.
Second harmonic generation squeezing can produce bright (non-vacuum state), amplitude squeezed light. PDC-based squeezing is often used to produce squeezed vacuum states, with an arbitrary squeezing angle. Squeezed vacuum has been used to produce some of the largest squeezing [23, 25] of more than 10 dB. However, these systems require > 1 W of pump power. SHG-based squeezing requires fewer steps, as PDC-based systems usually first require the generation of a pump field (often through SHG).

Squeezed-vacuum states through PDC have been demonstrated using a whispering-gallery mode resonator[77]. We focus on the possibility of using whispering-gallery mode resonators to produce low-power bright squeezed light via second harmonic generation.

The Hamiltonian for second harmonic generation is [11, 73]

\[ \mathcal{H}_{\text{SHG}} = \frac{i}{2} \hbar \varepsilon \left( \hat{a}^{\dagger 2} \hat{b} - \hat{a}^{2} \hat{b}^{\dagger} \right) \]  

(3.52)

where \( \varepsilon \) is the second harmonic conversion rate, the term \( \hat{a}^{\dagger 2} \hat{b} \) says that the annihilation of two photons in one field (\( \hat{a} \hat{a} \)) is coupled with the creation of one photon in another field (\( \hat{b} \)), and the \( \hat{a}^{2} \hat{b}^{\dagger} \) term captures the reverse process which must also occur – the destruction of one photon (\( \hat{b}^{\dagger} \)) and the creation of two photons (\( \hat{a}^{\dagger 2} \)).

The quantitative demonstration of squeezing is derived in the following sections. Figure 3.3 gives a qualitative picture of the effect of second harmonic generation on the intensity fluctuations. Intensity fluctuations can be viewed as a fluctuation in photon density in time. Higher intensity corresponds to photons that are more closely spaced in time. Second harmonic generation is an intensity dependent process, so conversion is more likely to happen to more closely spaced photon pairs. These are removed
FIG. 3.3: Photon schematic of intensity noise reduction through SHG. Middle axis represents a stream of photons entering a nonlinear medium. As second harmonic generation is intensity dependent, the high-intensity fluctuations are more likely to be converted and removed from the output pump field (top axis). This has the effect of reducing the amount of fluctuations in intensity in both the output pump and SH fields – resulting in amplitude squeezing.
from the pump field, leaving behind a smaller range of fluctuations. Thus the output pump field has reduced uncertainty in amplitude; it is an amplitude squeezed state.

### 3.4 Quantum noise analysis of WG modes

We model our whispering-gallery mode resonator by comparing it to a two-mirror cavity (Fig. 3.4). One mirror is the input and output coupler, and the other is a high-reflector. In a high quality factor whispering-gallery mode resonator there is little loss as light travels around disk, so we take the cumulative effect and model it as single high-reflector mirror. It is important to note that we will consider the intracavity field to be traveling waves, and not stationary waves as is possible in a typical two mirror cavity. The output fields overlap with the reflected fields from the input. We define the input fields $a_{in}, b_{in}$, intracavity fields $a, b$, and output fields $a_o, b_o$ for each mode. The intracavity Hamiltonian (Eq. 3.53) describes the fundamental field $a$ (with frequency $\omega$), the second harmonic field $b$ (with frequency $2\omega$), and the interaction between them.

$$\hat{H}_{sys} = \hbar \omega \hat{a}^{\dagger} \hat{a} + \hbar \omega \hat{b}^{\dagger} \hat{b} + \frac{i}{2} \hbar \varepsilon (\hat{a}^{\dagger} \hat{a}^{\dagger} \hat{b} - \hat{a} \hat{b}^{\dagger}) \quad (3.53)$$

The interaction is mediated by the nonlinear conversion coefficient of the WGM crystal $\varepsilon$. We model the flow through the coupler for each field with the cavity coupling rates $\gamma^i_a, \gamma^i_b$. Loss around the edge of the cavity (the high-reflector) is modeled using the coupling rates $\gamma^u_a, \gamma^u_b$, connecting the intracavity fields to the environmental fields $u_a, u_b$. The total coupling rates are $\gamma_a = \gamma^i_a + \gamma^u_a, \gamma_b = \gamma^i_b + \gamma^u_b$.

The rate of change of the fields inside the cavity is given by Heisenberg’s equation of motion [71]:
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FIG. 3.4: Input/output diagram of WGMR and SHG fields. Pump field ($\hat{a}_{\text{in}}$) and output field ($A_{\text{out}}$) are coupled to WGMR intracavity field $\hat{a}$ through the coupling rate $\gamma_i^a$. Loss inside the cavity is modeled as coupling (through $\gamma^u_a$) to an environmental field ($\hat{u}_a$). The same holds for the second harmonic field ($\hat{b}$).

Following the input/output formalism of [78], we include the coupling rates to find Eqs. 3.55 and 3.56.

\[
\frac{d}{dt} \hat{a} = \frac{i}{\hbar} \left[ \hat{H}, \hat{a} \right]
\]

(3.54)

Applying these equations to Eq. 3.53 gives the dynamic equations for propagation of the field operators through the cavity Eqs. 3.57 and 3.58 [79]:

\[
\dot{\hat{a}} = -\frac{i}{\hbar} [\hat{a}, \hat{H}_{\text{sys}}] - \frac{1}{2} \gamma^i_a \hat{a} - \frac{1}{2} \gamma^u_a \hat{a} + \sqrt{\gamma^i_a} \hat{a}_{\text{in}} + \sqrt{\gamma^u_a} \hat{u}_a \quad (3.55)
\]

\[
\dot{\hat{b}} = -\frac{i}{\hbar} [\hat{b}, \hat{H}_{\text{sys}}] - \frac{1}{2} \gamma^i_b \hat{b} - \frac{1}{2} \gamma^u_b \hat{b} + \sqrt{\gamma^i_b} \hat{b}_{\text{in}} + \sqrt{\gamma^u_b} \hat{u}_b \quad (3.56)
\]
\[
\dot{a} = -i\omega_a \hat{a} - \frac{1}{2} \gamma_a \hat{a} + \varepsilon \hat{a}^\dagger \hat{b} + \sqrt{\gamma_{\text{in}}^a} \hat{a}_{\text{in}} + \sqrt{\gamma_{\text{u}}^a} \hat{u}_a
\]  
(3.57)

\[
\dot{b} = -i\omega_b \hat{b} - \frac{1}{2} \gamma_b \hat{b} - \frac{1}{2} \varepsilon \hat{a}^* \hat{a} + \sqrt{\gamma_{\text{in}}^b} \hat{b}_{\text{in}} + \sqrt{\gamma_{\text{u}}^b} \hat{u}_b
\]  
(3.58)

The frequencies \(\omega_a, \omega_b\) are detunings from the cavity resonance frequencies. We will assume these detunings are much less than the total loss rates, such that \(\gamma_a - i\omega_a \cong \gamma_a, \gamma_b - i\omega_b \cong \gamma_b\). In order to simplify the calculations, we separate out the expectation value and the fluctuations around the mean by writing the field operators as \(\hat{a} = \langle \hat{a} \rangle + \delta \hat{a} \) (\(\langle \hat{a} \rangle = \bar{a}\)). We can split the equations into coherent and fluctuation parts and solve separately.

### 3.4.1 Coherent Equations

We set aside the fluctuation operators \((\delta \hat{a}, \delta \hat{b})\) and first look at the steady-state average values \((\langle \hat{a} \rangle = \langle \hat{b} \rangle = 0)\). Assuming unseeded SHG (where there is no input 2\(\omega\) field \(\hat{b}_{\text{in}} = 0\)), the average value (time-independent) equations become

\[
\frac{1}{2} \gamma_a \bar{a} = \varepsilon \bar{a}^* \bar{b} + \sqrt{\gamma_{\text{in}}^a} \bar{a}_{\text{in}}
\]  
(3.59)

\[
\frac{1}{2} \gamma_b \bar{b} = -\frac{1}{2} \varepsilon \bar{a}^2
\]  
(3.60)

as the environmental fields are taken to be in vacuum states \(\langle \hat{u}_a \rangle = \langle \hat{u}_b \rangle = 0\). To determine the coherent intracavity fields, we first solve Eqs. 3.60 for \(\bar{b}\).

\[
|\bar{b}|^2 = \frac{\varepsilon^2}{\gamma_b} |\bar{a}|^4
\]  
(3.61)

Combining Eq. 3.61 with Eq. 3.59 we obtain an expression relating \(\bar{a}\) to the
input field, \( a_{in} \). This cubic equation can be solved, and there is one real root.

\[
|\tilde{a}|^3 + \frac{\gamma_a \gamma_b}{2\varepsilon^2} |\tilde{a}| - \frac{\gamma_b \sqrt{\gamma_a}}{\varepsilon^2} |\tilde{a}_{in}| = 0
\]  

(3.62)

\[
\tilde{a} = \left( \frac{\gamma_b}{2\varepsilon^2} \right)^{1/3} \left[ \left( \sqrt{\gamma_a^1 |\tilde{a}_{in}|} + \sqrt{\gamma_a^1 |\tilde{a}_{in}|^2 + \frac{\gamma_a^3 \gamma_b^1}{54 \varepsilon^2}} \right)^{1/3} 
+ \left( \sqrt{\gamma_a^1 |\tilde{a}_{in}|} - \sqrt{\gamma_a^1 |\tilde{a}_{in}|^2 + \frac{\gamma_a^3 \gamma_b^1}{54 \varepsilon^2}} \right)^{1/3} \right] 
\]

(3.63)

### 3.4.2 Fluctuation Equations

To determine the effect of the nonlinear conversion inside the cavity on the quantum noise of the fields, we remove the average values from Equations 3.57 and 3.58, and obtain equations for the fluctuation operators (Eq. 3.64).

\[
\dot{\delta a} = -\frac{1}{2} \gamma_a \delta \hat{a} + \varepsilon a^* \delta \hat{b} + \varepsilon b \delta \hat{a} + \sqrt{\gamma_a^1} \delta \hat{a}_{in} + \sqrt{\gamma_a^1} \delta \hat{u}_a \\
\dot{\delta b} = -\frac{1}{2} \gamma_b \delta \hat{b} - \varepsilon \delta \hat{a} + \sqrt{\gamma_b^1} \delta \hat{b}_{in} + \sqrt{\gamma_b^1} \delta \hat{u}_b \\
\dot{\delta a}^\dagger = -\frac{1}{2} \gamma_a \delta \hat{a}^\dagger + \varepsilon a \delta \hat{b}^\dagger + \varepsilon b^* \delta \hat{a} + \sqrt{\gamma_a^1} \delta \hat{a}_{in}^\dagger + \sqrt{\gamma_a^1} \delta \hat{u}_a^\dagger \\
\dot{\delta b}^\dagger = -\frac{1}{2} \gamma_b \delta \hat{b}^\dagger + \varepsilon a^* \delta \hat{a} + \sqrt{\gamma_b^1} \delta \hat{b}_{in}^\dagger + \sqrt{\gamma_b^1} \delta \hat{u}_b^\dagger
\]

(3.64)

We solve these equations by transforming to the frequency domain \( \hat{a}(t) \rightarrow \tilde{a}(\Omega) \) by:
\[
\hat{a}(t) = \int d\Omega \, \hat{a}(\Omega) \, e^{i\Omega t} \tag{3.65}
\]

Equations 3.64 can be combined into matrices in Eq. 3.66, with the matrices and vectors as defined in Eqs. 3.67 - 3.69.

\[
i\Omega \tilde{x}_c = M_c \tilde{x}_c + M_{in} \tilde{x}_{in} + M_u \tilde{x}_u \tag{3.66}
\]

\[
\begin{pmatrix}
\delta \hat{a} \\
\delta \hat{a}^\dagger \\
\delta \hat{b} \\
\delta \hat{b}^\dagger
\end{pmatrix},
\begin{pmatrix}
\delta \hat{a}_{in} \\
\delta \hat{a}_{in}^\dagger \\
\delta \hat{b}_{in} \\
\delta \hat{b}_{in}^\dagger
\end{pmatrix},
\begin{pmatrix}
\delta \hat{u}_a \\
\delta \hat{u}_a^\dagger \\
\delta \hat{u}_b \\
\delta \hat{u}_b^\dagger
\end{pmatrix}
\]

\[
M_c \equiv
\begin{pmatrix}
-\frac{1}{2} \gamma_a & \varepsilon \hat{b} & \varepsilon \hat{a}^* & 0 \\
\varepsilon \hat{b}^* & -\frac{1}{2} \gamma_a & 0 & \varepsilon \hat{a} \\
-\varepsilon \hat{a} & 0 & -\frac{1}{2} \gamma_b & 0 \\
0 & -\varepsilon \hat{a}^* & 0 & -\frac{1}{2} \gamma_b
\end{pmatrix} \tag{3.68}
\]

\[
M_{in} \equiv \text{diag} \left( \sqrt{\gamma_{a}^i}, \sqrt{\gamma_{a}^i}, \sqrt{\gamma_{b}^i}, \sqrt{\gamma_{b}^i} \right) \tag{3.69}
\]

\[
M_u \equiv \text{diag} \left( \sqrt{\gamma_{a}^u}, \sqrt{\gamma_{b}^u}, \sqrt{\gamma_{b}^u}, \sqrt{\gamma_{b}^u} \right) \tag{3.70}
\]

We solve for the intracavity fields \( \tilde{x}_c \) in Eq. 3.71. The output fluctuations \( \tilde{x}_o \) are found as functions of \( \tilde{x}_c, \tilde{x}_{in}, \) and \( M_{in} \) in Eq. 3.72. Combining these two equations we arrive at Eq. 3.73. We used Mathematica to solve this equation for an analytic
expressions of the elements of $\tilde{x}_o$.

$$\tilde{x}_c = (t\Omega I - M_c)^{-1} (M_{in}\tilde{x}_{in} + M_u\tilde{x}_u)$$ (3.71)

$$\tilde{x}_o \equiv \begin{pmatrix} \delta A_o \\ \delta A_o^\dagger \\ \delta B_o \\ \delta B_o^\dagger \end{pmatrix}$$ (3.72)

$$\tilde{x}_o = M_{in}\tilde{x}_c - \tilde{x}_{in}$$

$$= M_{in} (t\Omega I - M_c)^{-1} (M_{in}\tilde{x}_{in} + M_u\tilde{x}_u) - \tilde{x}_{in}$$

$$= [M_{in} (t\Omega I - M_c)^{-1} M_{in} - I]\tilde{x}_{in} + M_{in} (t\Omega I - M_c)^{-1} M_u\tilde{x}_u$$ (3.73)

Qualitatively, we expect to detect squeezing in the amplitude quadrate of both the fundamental and second harmonic. Using a direct detection scheme we will only measure the amplitude quadrature, regardless of the phase. We simplify and only solve for the amplitude quadrature $\delta A_1 = \delta A_o + \delta A_o^\dagger$ with $\phi = 0$. The noise we measure is related to the variance $Var (\delta A_1) = \langle |\delta A_1|^2 \rangle$.

### 3.4.3 Experimental variables

#### Detection frequency

Noise is detected by measuring the power at different frequencies using a spectrum analyzer. These detection frequencies $f$ are connected to the fourier components $\Omega$ from Equation 3.65 by $f = \Omega/2\pi$. 
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Saturation power

It is convenient to parameterize the SHG coupling coefficient as a quantity that is more easily measured, the saturation power $P_{in}$ [45]. The saturation power is a function of the nonlinear coupling, both pump and SH mode quality factors, and the mode overlap. This parameter is measured in the lab by measuring the SHG conversion efficiency as a function of the pump power. We find the equations for the saturation power by calculating the SHG efficiency $P_{SH}/P_{in}$.

The input power is the input field $a_{in}$ times the photon energy, $P_{in} = \frac{1}{4} \hbar \nu |a_{in}|^2$. The output second harmonic power $P_{SH}$ is obtained by connecting the intracavity SH field from Equation 3.61 to the output field $b_{out}$ through the coupling rate $\gamma_b$.

\[
|b_{out}|^2 = \gamma_b |b|^2 = \gamma_b^i \frac{\varepsilon^2}{\gamma_b} |a|^4
\]

\[
= \gamma_b^i \frac{\varepsilon^2}{\gamma_b} \left( \frac{\gamma_b}{2\varepsilon^2} \right)^{4/3} \left[ \left( \sqrt{\gamma^i_a |\bar{a}_{in}|} + \sqrt{\gamma^i_a |\bar{a}_{in}|^2 + \frac{\gamma^3_a \gamma_b}{54 \varepsilon^2}} \right)^{1/3} \right. \]

\[
+ \left( \sqrt{\gamma^i_a |\bar{a}_{in}|} - \sqrt{\gamma^i_a |\bar{a}_{in}|^2 + \frac{\gamma^3_a \gamma_b}{54 \varepsilon^2}} \right)^{1/3} \left| \frac{1}{4} \right] \tag{3.74}
\]

Then the output SH power ($P_{SH} = \frac{\hbar \nu_s |b_{out}|^2}{4}$) is given by Eq. 3.76.

\[
P_{SH} = \frac{\hbar \nu_s \gamma^i_b}{(4\gamma_b^i \varepsilon)^{4/3}} \left[ \left( \sqrt{\gamma^i_a |\bar{a}_{in}|} + \sqrt{\gamma^i_a |\bar{a}_{in}|^2 + \frac{\gamma^3_a \gamma_b}{54 \varepsilon^2}} \right)^{1/3} \right. \]

\[
+ \left( \sqrt{\gamma^i_a |\bar{a}_{in}|} - \sqrt{\gamma^i_a |\bar{a}_{in}|^2 + \frac{\gamma^3_a \gamma_b}{54 \varepsilon^2}} \right)^{1/3} \left| \frac{1}{4} \right] \tag{3.75}
\]

\[
+ \left( \sqrt{\gamma^i_a |\bar{a}_{in}|} - \sqrt{\gamma^i_a |\bar{a}_{in}|^2 + \frac{\gamma^3_a \gamma_b}{54 \varepsilon^2}} \right)^{1/3} \left| \frac{1}{4} \right] \tag{3.76}
\]

We write the efficiency as a function of the ratio of the input power to a constant
FIG. 3.5: Output second harmonic generation efficiency versus input pump power normalized by saturation power $W_0$. 

$P_{in}/W_0$. The constant $W_0$ is the saturation power, defined in Equation 3.77. By measuring the saturation power we can measure our effective conversion coefficient $\varepsilon$, as in Equation 3.78.

\begin{align*}
W_0 &= \frac{\hbar \nu_p \gamma_a^3 \gamma_b}{4 \varepsilon^2 \gamma_a^4} \quad (3.77) \\
\varepsilon &= \sqrt{\frac{\hbar \nu_p \gamma_a^3 \gamma_b}{4 W_0 \gamma_a^4}} \quad (3.78)
\end{align*}

**Cavity loss rates**

The cavity loss rates ($\gamma_a^u$, $\gamma_b^u$) are measures of the loss as the field travels through the WGMR. As seen in Sec. 2.2, the quality factor is also a measure of the loss. We
use our measurements of the quality factor $Q_0$ to set the cavity loss rates (Eq. 3.79).

\[
\gamma^i = \frac{2\pi \nu}{Q_0} \tag{3.79}
\]

**Non-ideal WGM coupling**

We must also take into account any deviation from ideal (impedance-matched) coupling. The quality factor measured in the experiment is the coupling (or loaded) Q-factor ($Q_c$), which is a function of the intrinsic Q-factor ($Q_0$), the WGM coupling efficiency, and the input-to-cavity mode-matching ($\Gamma_M$). Deviations from impedance-matching reduce the fractional mode depth ($K$) which is seen in the transmission spectrum. The fractional depth dependence on $Q_0$, $Q_c$, and the mode-matching ($\Gamma_M$) has been calculated in Ref. [80], as shown in Eq. 3.80.

\[
K = \frac{4 Q_0 Q_c \Gamma_M^2}{(Q_0 + Q_c)^2} \tag{3.80}
\]

The parameters $Q_c$ and $K$ are measured experimentally. We use Eq. 3.81 to estimate the intrinsic quality factor to use in the fluctuation calculations. This equation holds for the over-coupling regime. For our calculations we assume perfect mode-matching ($\Gamma_M = 1$) to get Equation 3.82.

\[
Q_0 = Q_c \left[ \frac{2\Gamma_M^2}{K} - 1 + \frac{2\Gamma_M}{\sqrt{K}} \sqrt{\frac{\Gamma_M^2}{K} - 1} \right] \tag{3.81}
\]

\[
Q_0 = \frac{Q_c}{K} \left[ 2 - K + 2\sqrt{1 - K} \right] \tag{3.82}
\]
3.5 Model predictions

The output variances are determined by solving the matrix Eq. 3.73 and putting the results into quadrature form \((\delta A_1 = \delta A_o + \delta A_o^\dagger)\). Shot noise from the laser is ideally \(V_1 = 1\) (a coherent state). We use this as our input noise, so \(\tilde{x}_{in}\) (Eq. 3.67) obeys Equation 3.83, where \(\delta a_{in}^1 = \delta a_{in} + \delta a_{in}^\dagger\).

\[
Var(\delta a_{in}^1) = 1
\] (3.83)

Our solution to Eq. 3.73 depends on the following variables: input power \((W_0)\), saturation power \((W_{sat})\), coupling Q-factors for the pump and SH fields \((Q_{a,c} and Q_{b,c})\), the coupling efficiency \((K)\), and the detection frequency \((\Omega)\). We have control over these variables, to varying degrees, in the experiment. We anticipate that squeezing will be optimal at low detection frequency, high quality factor and low saturation power. We suspect squeezing will be optimal at a pump power near the saturation power.

As an initial test, we used the undepleted pump approximation. In this assumption, second harmonic generation is small enough that the pump field is not attenuated by conversion. We expect that under this assumption, there should be no predicted squeezing.

3.5.1 Undepleted pump approximation

Second harmonic generation is often studied in the limit where the generated field doesn’t significantly reduce the pump field. This is known as the undepleted pump approximation. We first solved the fluctuations equations in this limit to test our
qualitative expectations. As we interpret the intensity-dependent conversion process as selectively removing high-intensity fluctuations from the pump field and therefore reducing the intensity noise in both fields, we expect to find no noise reduction in the undepleted pump case.

\[
M_c (\bar{b} \to 0) = \begin{pmatrix}
-\frac{1}{2} \gamma_a & 0 & \varepsilon \bar{a}^* & 0 \\
0 & -\frac{1}{2} \gamma_a & 0 & \varepsilon \bar{a} \\
-\varepsilon \bar{a} & 0 & -\frac{1}{2} \gamma_b & 0 \\
0 & -\varepsilon \bar{a}^* & 0 & -\frac{1}{2} \gamma_b
\end{pmatrix}
\]  

(3.84)

\[
\delta A_1 = (4|a|^2 \varepsilon^2 + \gamma_a \gamma_b)^{-1} \left[ (2 \gamma_b \gamma_a^i - \gamma_a \gamma_b - 4|a|^2 \varepsilon^2) \delta a_1^m \\
+ 2 \gamma_b \sqrt{\gamma_a^i \gamma_b^m} \delta a_1^a \\
+ 4 \varepsilon \sqrt{\gamma_a^i \gamma_b^m} \left( \bar{a}^* \delta b_i + \bar{a} \delta b_i^* \right) \\
+ 4 \varepsilon \sqrt{\gamma_a^m \gamma_b^m} \left( \bar{a}^* \delta b_u + \bar{a} \delta b_u^* \right) \right]
\]  

(3.85)

With no pump depletion we take Equation 3.68 and set \( \bar{b} \to 0 \) (Eq. 3.84). Then we solved Eq. 3.73 for the intensity quadrature fluctuations of the pump field \( \delta A_1 \) (Eq. 3.85). The variance \( Var(\delta A_1) \) is then determined in terms of the variances of the other fields (Eq. 3.87). We find that if the variances of the other fields are unity (they are coherent states) then we expect no effect on the variance of the pump field.
3.5.2 Transmitted pump noise analysis

We now solve the fluctuation equations using the full matrix in Eq. 3.68. We used Mathematica to solve for $\delta A_o$, $\delta A_o^\dagger$, $\delta B_o$, and $\delta B_o^\dagger$. The resulting equations were put into quadrature analytically. The resulting variances of the output intensity quadratures $Var(\delta A_1)$ and $Var(\delta B_1)$ was a function of the experimental variables and the input/environment variances ($Var(\delta a_1^{in})$, $Var(\delta a_2^{in})$, $Var(\delta b_1^{in})$, $Var(\delta b_2^{in})$, $Var(\delta a_u^1)$, ...). As the environment fields are vacuum fields we set their variances $Var(\delta a_u^1) = Var(\delta b_u^1) \rightarrow 1$. We are modeling our system with a coherent pump, so we set $Var(\delta a_1^{in}) \rightarrow 1$.

The solution for $Var(\delta A_1)$ represents the noise in the amplitude quadrature of the pump field. It depends on the input pump power ($P_{in}$), the saturation power ($W_0$), the intrinsic and coupling quality factors of the resonator ($Q_0$, $Q_c$), and the detection bandwidth ($f_{det}$). This large parameter space is constrained by considering the limits to independent variables.

Table 3.1 shows the constraints we used. To find the conditions for optimal squeezing, we limited the variables to values that could in principle be reached (ideal conditions). For example, there may be squeezing at a detection bandwidth near DC.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Ideal conditions min – max</th>
<th>Experimental conditions min – max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_0$</td>
<td>$1 - 10^8$</td>
<td>$10^6 - 10^8$</td>
</tr>
<tr>
<td>$Q_c$</td>
<td>$1 - 10^8$</td>
<td>$10^5 - 10^8$</td>
</tr>
<tr>
<td>$P_{in}$</td>
<td>$0 - \infty$</td>
<td>$1 \mu W - 20 mW$</td>
</tr>
<tr>
<td>$f_{det}$</td>
<td>DC – $\infty$</td>
<td>$1 MHz - 6 MHz$</td>
</tr>
<tr>
<td>$W_0$</td>
<td>$\sim \mu W - \sim W$</td>
<td>$3 mW - 10 W$</td>
</tr>
</tbody>
</table>

TABLE 3.1: Constraints on independent variables for theory predictions. **Ideal conditions** column shows the ranges we could search for ideal squeezing conditions. **Experimental conditions** column shows ranges that have can be realized experimentally.

However it is very difficult experimentally to detect quantum noise at low frequencies, as the detection electronics noise in this region is very large. The **experimental conditions** column shows the ranges of values that have been experimentally realized.

Our particular experiment is limited further; this is discussed in Sec. 6.5.1.

Additionally, some of the variables possible values depend on the values of other variables. The saturation power is partially inversely related to the quality factors. The minimum saturation power is limited by the maximum intrinsic quality factor.

**Ideal conditions**

To find the ideal squeezing conditions, we varied the parameters and observed how the variance changed. The vertical axes show the variance of the amplitude quadrature of the pump output ($Var(\delta A_1) = \langle |\delta A_1|^2 \rangle$), in log scale. The noise reduction is relative to the shot noise level, which is set to 0 dB.

Figure 3.6 shows the pump noise as a function of detection frequency for two different intrinsic quality factors ($Q_0 = 5 \times 10^7$ and $1 \times 10^8$). This is important as noise is detected by measuring the power spectrum using a spectrum analyzer,
FIG. 3.6: Squeezing vs. detection frequency for the pump field under ideal conditions for two intrinsic quality factors ($Q_0$). Saturation power $W_0 = 3 \text{ mW}$, input pump power $P_{in} = 200 \mu\text{W}$, coupling $Q_c = 1 \times 10^7$. 
and the detection spectrum is limited by the detection electronics. Squeezing is a maximum at low detection frequencies, below \( \sim 1 \text{ MHz} \). Squeezing is reduced at detection frequencies larger than the bandwidth of the WGM resonance. There is not much change below 1 MHz, so we set the detection frequency to 100 kHz as we varied the saturation power and input power.

![Noise Reduction vs Saturation Power](image)

**FIG. 3.7:** Squeezing vs. saturation power \((W_0)\) for the pump field under ideal conditions for two values of \(Q_0\). Detection frequency \(f = 100 \text{ kHz}\), input pump power \(P_{in} = 200 \mu\text{W}\), coupling \(Q_c = 1 \times 10^7\).

The saturation power is a measure of the second harmonic generation efficiency – it represents the input power that results in maximum conversion efficiency. Figure 3.7 shows the noise reduction as a function of the saturation power \((W_0)\) with a fixed input power, for two values of intrinsic quality factor.

The effect is also related to the input power. Figure 3.8 shows the variation with input power \((P_0)\) for two different quality factors. We would expect squeezing to degrade at input powers above the saturation power, as the SHG process will
FIG. 3.8: Squeezing vs. input pump power ($P_{in}$) for the pump field under ideal conditions for two values of $Q_0$. Detection frequency $f = 100$ kHz, saturation power $W_0 = 3$ mW, coupling $Q_c = 1 \times 10^7$. 
become less efficient. At sufficiently small input powers, the efficiency is likewise lower. Maximum squeezing does not occur at the saturation power, but at a lower input power. This is consistent with our understanding, though it is somewhat lower than anticipated.

Optimal pump power should also depend on the saturation power. In Figure 3.9 we varied the input pump power, with different saturation powers for each trace. There is an input power that minimizes the noise (maximizes squeezing). This input power minimum depends on the saturation power. The amount of noise reduction is independent of the absolute input power, and only depends on the ratio of input power to saturation power. The ratio for maximum squeezing is $P_{in} = 0.067 W_0$.

![FIG. 3.9: Squeezing vs. input pump power for three values of saturation power under ideal conditions. Detection frequency $f = 100$ kHz, coupling $Q_c = 1 \times 10^7$.](image)

Lastly we examined the effect of the WGMR quality factor on the noise reduction. We expect that squeezing will disappear at low quality factors, due to the extra
loss. Figure 3.10 shows squeezing increasing with increasing Q-factor. The maximum quality factor achievable in lithium niobate (Sec. 2.3.1) is about $10^8$. Squeezing is significantly reduced below a $Q_0$ of $10^6$.

![Graph](image.png)

**FIG. 3.10**: Squeezing vs. quality factor ($Q_0$) for the pump field under ideal conditions

Detection frequency $f = 100$ kHz, input pump power $P_{in} = 200 \mu W$, saturation power $W_0 = 3$ mW, coupling $Q_c = 1 \times 10^7$.

Ideal squeezing is achieved with the maximum quality factor, a minimum detection frequency, and a fixed input power to saturation power ratio. For reasonable values ($Q_0 = 10^8$, $f = 100$ kHz, $W_0 = 3$ mW, $P_{in} = 0.2$ mW) the maximum squeezing is around 9 dB.

In the theoretical treatment in [12], they find that the expected squeezing in the pump field increases indefinitely with pump power. However they used a semiclassical model of a single-pass through a crystal, with small pump depletion. A better comparison is found in the doubly-resonant, high-Q (non-WGMR) cavity model of [14].
This is again a semiclassical treatment, but they find that there is an optimum input pump power for squeezing in the pump field, similar to our predictions.

Here we will also note some experimental results for comparison. In [81] they used a single-pass through a LiNbO$_3$ waveguide to produce 0.8 dB of squeezing in the pump field (1.2 dB inferred). This was done through quasi-phase-matching, and using a mode-locked (pulsed) input field. In [18] a singly-resonant cavity (only on resonance for the pump) was used to produce 0.6 dB of squeezing in the pump field, with 10 mW of pump power.

More work has been done recently with optical parametric oscillation to create vacuum squeezing. In [23] a vacuum squeezing of 10 dB was achieved, and 11.5 dB was reached in [25]. However, they required a total input power of 2 W. In [77], PDC in a WGMR is used to produce 1.2 dB of squeezing, with a pump power of tens of $\mu$W. This scheme still requires an extra step and extra power to first produce SHG. A WGMR-based, all-SHG squeezing could provide significant squeezing at very low input powers, provided some experimental challenges are met (Chapter 6).

In practice, there are other experimental limits to these parameters. The quality factor is limited by the material absorption (and polishing techniques). The detection bandwidth is limited by the detection electronics and classical laser noise. The input power is limited by the locking electronics and the Kerr effect inside the cavity due to the high intensity build-up. In particular, we were limited by the saturation power in our experiment, so we will next examine how this affects our expected squeezing.

**Realistic conditions**

In our experiment (Chapter 6), the minimum saturation power is 4 W. This is unfortunately higher than previously observed [43, 45], and reduces our expected squeezing significantly. We are also limited to detection bandwidths between 3 $\sim$
5 MHz. Figure 3.11 shows the expected noise reduction versus detection frequency for saturation powers of 1 and 4 W. The possible squeezing is reduced greatly from the theoretical limit, from $\sim 9$ dB to $< 1$ dB.

With a high saturation power, the optimal input power is too high to be reached experimentally. Above $\sim 20$ mW of input pump power the cavity becomes unstable. The intensity builds up to the point where the Kerr effect shifts the mode resonance. As the resonance frequency shifts away from the laser frequency, the intracavity intensity drops, reducing the Kerr effect and thus shifting the cavity resonance frequency back. The locking electronics cannot respond fast enough to counteract this effect. This limits the pump power to $< 20$ mW. Figure 3.12 shows the noise reduction versus saturation power with a fixed input power (10 mW). With this input power, the maximum squeezing occurs near a $W_0 = 100 \sim 200$ mW. Since we were limited

![Graph showing noise reduction versus detection frequency for two saturation powers (W_0). Input pump power P_{in} = 10$ mW, Q_0 = 1 \times 10^8$, coupling Q_c = 4 \times 10^7$.]
to a saturation power of $\sim 4$ W, our expected squeezing was limited to $< 1$ dB. Figure 3.13 shows the dependence on input power.

![Graph showing squeezing vs. saturation power](image)

**FIG. 3.12:** Squeezing vs. saturation power for the pump field under realistic conditions for two detection frequencies. Input pump power $P_{in} = 10$ mW, $Q_0 = 1 \times 10^8$, coupling $Q_c = 4 \times 10^7$.

Lastly, Figure 3.14 shows the dependence on the intrinsic quality factor. Again, the higher the Q, the more squeezing we expect. In Sec. 4.3 we were able to achieve an absorption-limited Q of $10^8$. With our experimental parameters ($Q_0 = 10^8$, $f = 5$ MHz, $W_0 = 4$ W, $P_{in} = 10$ mW), we expect squeezing of $\sim 0.5$ dB. This is significantly lower than the theoretical maximum, and may be below our ability to resolve. The experimental attempts at detection are detailed in Chapter 6.
FIG. 3.13: Squeezing vs. input pump power for the pump field under realistic conditions for two saturation powers ($W_0$). Detection bandwidth $f = 5 \text{ MHz}$, $Q_0 = 1 \times 10^8$, coupling $Q_c = 4 \times 10^7$. 
FIG. 3.14: Squeezing vs. $Q_0$ for the pump field under realistic conditions for two input pump powers ($P_{in}$). Detection bandwidth $f = 5$ MHz, saturation power $W_0 = 4$ W, coupling $Q_c = 4 \times 10^7$. 
CHAPTER 4

Whispering-gallery mode resonator experiment

Whispering-gallery mode resonators have been made from many different materials, using different techniques. WGMR cavities made from Si can be fabricated by etching, while others, made from optical crystals, have used diamond turning. We used nonlinear optical crystal (lithium niobate) and diamond polishing to make millimeter sized WGMR disks. In this chapter we explain our techniques for polishing WGMR disks to achieve a high quality factor and how light is coupled into them to measure their optical properties.

Whispering-gallery mode resonators are a type of cavity that use total internal reflection to achieve very high reflectivity. Two-mirror cavities can be made using mirrors with very high reflectivity, but these cavities are more susceptible to vibrations that change the cavity length and are difficult to couple light into. Whispering-gallery mode resonators are a single, solid structure, and can use evanescent wave-guide coupling for efficient coupling. The relatively small size and the curvature of the
resonators lead to a small mode size inside the disk. Therefore a very high intensity can be built up in a small region, which makes whispering-gallery mode resonators especially useful for nonlinear optical processes.

The quality factor \( (Q) \) of the cavity is a measure of how long energy remains in the cavity, and limits the intensity gain. The quality factor is determined by the losses through the cavity. There are four sources of loss that can limit the \( Q \) in a whispering-gallery mode resonator. These are scattering on the surface \( (Q_s) \), absorption in the material \( (Q_a) \), coupling to the external field \( (Q_C) \), and radiative losses \( (Q_R) \) \[67\]. Scattering is controlled by polishing the rim of the disk. Absorption is fixed by the material used to form the cavity. Radiative losses (loss due to the curvature of the cavity) depend on the wavelength and the size of the cavity (because our radii are much larger than the wavelength, these losses are orders of magnitude smaller than scattering, absorption, and coupling losses) \[67\].

### 4.1 WGMR coupling

Coupling light into the whispering-gallery mode resonator disk requires evanescent coupling. We used rutile and diamond prisms, both with a higher index of refraction than LiNbO\(_3\), to create an evanescent wave through total internal reflection along one side of the prism. Bringing the disk in range of the evanescent wave allows the light to enter the disk at an angle \( \theta_{\text{disk}} \) such that it totally internally reflects inside the disk. The beam then exits through the prism at the same point and continues along with the reflected portion of the incident beam. Figure 4.1 shows the prism-WGMR coupling scheme.
4.1.1 Prism geometry

![Prism geometry diagram](image.png)

**FIG. 4.1**: Waveguide coupling diagram showing beam path in prism and disk.

Figure 4.1 shows the prism-disk coupling scheme. The beam entering the disk must travel nearly parallel to the surface ($\theta_{\text{disk}} \approx 90^\circ$) in order to couple to a whispering-gallery mode. This puts a condition on the angle of the beam inside the prism as expressed through Snell’s Law:

$$n_{\text{disk}} \sin \theta_{\text{disk}} = n_{\text{prism}} \sin \theta_{\text{prism}}$$  \hspace{1cm} (4.1)

$$\sin \theta_{\text{disk}} = 1$$  \hspace{1cm} (4.2)

$$\theta_{\text{prism}} = \arcsin \left( \frac{n_{\text{disk}}}{n_{\text{prism}}} \right)$$  \hspace{1cm} (4.3)

This angle may limit the prism geometries available (depending on the material). For a lithium niobate ($n_{\text{disk}} \approx 2.36$) disk and a rutile ($n_{\text{prism}} \approx 2.5$) prism, the angle inside the prism with respect to the normal of the disk-face is $\theta_{\text{prism}} = 69.5^\circ$. Tracing the ray back to the incident-face of the prism we find the incident angle ($\theta_o$) in terms of the prism’s physical angle ($\phi$). The angle $\theta_1$ is the angle of the beam inside the prism with respect to the normal of the incident-face.
<table>
<thead>
<tr>
<th>Material</th>
<th>$n_o$</th>
<th>$n_e$</th>
<th>wavelength (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prisms</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rutile [82]</td>
<td>2.479</td>
<td>2.74</td>
<td>1064 nm</td>
</tr>
<tr>
<td></td>
<td>2.67</td>
<td>2.98</td>
<td>532 nm</td>
</tr>
<tr>
<td>Diamond [83]</td>
<td>2.419</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>WGMR Disks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LiNbO$_3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Stoichiometric</td>
<td>2.234</td>
<td>2.155</td>
<td>1064 nm</td>
</tr>
<tr>
<td></td>
<td>2.325</td>
<td>2.233</td>
<td>532 nm</td>
</tr>
<tr>
<td>- Congruent</td>
<td>2.232</td>
<td>2.156</td>
<td>1064 nm</td>
</tr>
<tr>
<td></td>
<td>2.234</td>
<td>2.323</td>
<td>532 nm</td>
</tr>
<tr>
<td>- MgO-doped (3 %)</td>
<td>2.229</td>
<td>2.149</td>
<td>1064 nm</td>
</tr>
<tr>
<td></td>
<td>2.318</td>
<td>2.224</td>
<td>532 nm</td>
</tr>
</tbody>
</table>

**TABLE 4.1:** Refractive indices of prism and disk material used in this dissertation. Values are given for the ordinary ($n_o$) and extraordinary ($n_e$) indices of refraction for pump (1064 nm) and second harmonic (532 nm) wavelengths of light. Diamond is isotropic and has only one index of refraction.

\[
\theta_1 = \theta_{\text{prism}} - \phi = \arcsin \left( \frac{n_{\text{disk}}}{n_{\text{prism}}} \right) - \phi \quad (4.4)
\]

\[
\theta_o = \arcsin \left( \frac{n_{\text{prism}}}{n_{\text{air}}} \sin \theta_1 \right) \quad (4.5)
\]

\[
= \arcsin \left[ \frac{n_{\text{prism}}}{n_{\text{air}}} \sin \left( \arcsin \left( \frac{n_{\text{disk}}}{n_{\text{prism}}} \right) - \phi \right) \right] \quad (4.6)
\]

Table 4.1 shows relevant indices of refraction for materials used in this research. We used several types of lithium niobate crystals for our WGMR disks. Our initial work was done using a rutile 45–45–90 prism with dimensions 5 mm × 5 mm × 5 mm, and a very high index of refraction. We later switched to a smaller, equilateral diamond prism with an anti-reflective coating for both 1064 nm and 532 nm wavelengths, with 1 mm sides. The diamond is more resistant to damage, and the smaller size and anti-reflective coating results in less loss for our noise measurements (Chapter 6).
4.1.2 Coupling mount

Evanescent coupling requires the prism and disk to be within the skin depth ($\delta_p$) of the evanescent wave, as the intensity falls off outside the prism as $I(z) \propto exp(-z/\delta_p)$. The skin depth depends on refractive index ($n_{prism}$), incident angle ($\theta_{prism}$), and wavelength ($\lambda$) [85]:

$$\delta_p = \frac{\lambda \cos \theta_{prism}}{\sqrt{4\pi^2 n_{prism}^2 \sin^2(\theta_{prism}) - 1}} \quad (4.7)$$

In our system $\delta_p$ is on the order of $\delta_p < 100$ nm. However the coupling Q-factor ($Q_c$) increases with larger prism-disk separation ($d$), as $Q_c \propto exp(d \frac{4\pi}{\lambda \sqrt{n_{disk}^2 - 1}})$ [86]. Thus precise control over the prism-disk separation is necessary to balance these. We designed a mount to hold both the prism and disk at a variable distance (Figure 4.2). The distance was controlled using a lever arm cut into the aluminum mount, and adjusted with a screw (photograph in Fig. 4.3). The prism and disk were both mounted on removable trays to allow them to be replaced. We attached the prism to the tray using a high-temperature epoxy. We attached the disks to the trays using a clamp so they could be removed easily in case they needed repolishing.

4.1.3 Temperature control

To stabilize the WGMR cavity at the optimal phase-matching temperature, we used two heaters and a feedback controller. The heaters were ThorLabs HT15W resistive cartridge heaters set inside holes in the mount below the WGMR disk. One heater was set to constant power, while the second was connected to the feedback controller (schematic in Fig. 4.4). The disk and prism were covered with an acrylic
FIG. 4.2: Technical drawings of mount holding WGMR disk and prism.

FIG. 4.3: Mount holding prism and WGMR disk. Distance between them is set with a screw. Heaters are located underneath disk tray.
box with ports to allow laser input and output, and the entire apparatus was covered with another box to reduce instability due to air currents.

FIG. 4.4: Temperature controller schematic for mount heater.

4.2 Experimental setup

The laser output is sent through an optical diode to prevent reflection back into the laser, then through a polarizing beam cube to ensure polarization along the ordinary axis ($n_o$) of the disk. Two mirrors steer the beam to adjust the height and level. A lens is used to focus the beam to match the effective size of the resonator at the interface between the prism and disk. The disk and prism are mounted on a rotation stage (for tuning of the incident angle) and a 2-axis translation stage (for tuning the horizontal position of the beam relative to the prism and the position of
the prism-disk interface relative to the focus of lens). The divergent output beam from the prism is collimated by a lens and sent to a photodetector (Figure 4.5).

![Experimental schematic for WGMR coupling detection.](image)

FIG. 4.5: Experimental schematic for WGMR coupling detection.

### 4.2.1 Equipment

We used different pump lasers for characterization and the second harmonic generation experiment. For characterization and testing of our disks, we used a tunable 795 nm external cavity diode laser. The frequency could be tuned over a range of 70 GHz by scanning the PZT that holds the internal diffraction grating, allowing us to probe the entire free-spectral range of our disks. This was scanned using a function generator.

For the second harmonic generation experiment, we used an InnoLight Mephisto diode-pumped solid-state (DPSS) 1064 nm laser, with both fast frequency tuning using a PZT and slow tuning using the laser crystal temperature. The fast PZT-tuning was limited to 100 MHz, while the slower (< 1 Hz response rate) crystal temperature tuning allowed us to scan over 30 GHz. This made the 1064 nm laser more difficult to use for characterization, however the two-channel tuning allowed for better feedback control of the frequency.
4.2.2 CCD camera and scattering detection

Aligning the pump beam to couple to the WGMR cavity can be challenging, as the focussed beam must hit the spot where the disk is closest to the prism face. The relevant parameters are the vertical angle and position of the beam relative to the prism, the horizontal angle and position of the beam, and the focal position relative to the disk-prism interface. In order to monitor the progress of alignment, a CCD camera (with no infrared filter) was mounted above the apparatus with a slight angle to view the disk-face of the prism. When the laser focal spot is close to the face, it can be seen with the camera. However, more than one reflection is visible, so the proper initial spot must be located by moving the beam horizontally to find the spot with the correct behavior. After aligning the beam so that it totally internally reflects inside the prism near the disk, the disk’s rim will illuminate (Fig. 4.6). A detector is placed in the path of the resulting transmitted beam, and the coupling optimized. The process of observing scattering is necessary for initial alignment, as the scattered light is more easily observed by eye (camera) than the transmitted power drop by detector for very low coupling.

Issues that arise during this initial process include aligning the incorrect beam spot and prism surface imperfections. If a secondary reflection is chosen instead of the initial internal reflection on the prism disk-face, some coupling may be visible through scattering losses. However, as the coupling is not in the main beam, there will be no coupling visible in the transmission. Second, there may be imperfections on the prism face that cause the beam to refract out of the prism, instead of maintaining total-internal reflection. This will cause the prism to illuminate, even though none of the beam is coupled into a whispering-gallery mode. This can sometimes be distinguished visibly, as more than just the rim will illuminate, or the disk will illuminate unevenly.
FIG. 4.6: WGM rim scattering is visible with a CCD camera. When light enters a whispering-gallery mode, the intensity builds up and light is scattered as it travels along the rim of the disk. *Left:* Disk-prism separation is just close enough for coupling. *Right:* Disk is brought closer to prism for stronger coupling.

It can also be detected if the frequency-sweep of the laser is reduced to a few Hz. If the disk illumination does not flash, but remains constant, then the illumination is not from scattering out of a whispering-gallery mode.

### 4.2.3 WGM spectrum

The transmission/reflection from the WGMR cavity gives more detailed information about the WG modes. To see coupling in the transmitted beam, the input laser frequency is scanned. Coupling is observed as a decrease in transmitted power for certain frequencies. Figure 4.7 shows a typical frequency scan and several whispering-gallery modes peaks.

A resonator that is both mode-matched and impedance-matched will show no transmission at the resonance frequencies. Mode-matching requires the shape of the input beam match the shape of the cavity mode. This is more difficult for evansecently-coupled circular WGMRs than mirrored Fabry-Perot cavities, as the beam will enter a prism, hit the coupling spot at an angle, and enter the cavity
through a curved surface. Impedance-matching is easier to control in the WGMR case, as the cavity coupling rate can be controlled by the prism-disk separation distance. We control the separation using a lever design and fine-threaded screw.

By measuring the full-width at half-maximum of the resonances, we can measure the quality factor of the resonator, by Eq. 2.43. In Fig. 4.7 the FWHM is 36 MHz, for a $Q$ of $1 \times 10^7$ (with a 795 nm laser).

FIG. 4.7: Transmission spectrum from LiNbO$_3$ WGMR disk. Laser frequency was swept through the free-spectral range. Drops in the transmission are the whispering-gallery mode resonances. Multiple spatial modes within an FSR are visible.

### 4.3 Whispering-gallery mode resonator polishing

We formed whispering-gallery mode resonators from wafers of crystalline lithium niobate (LiNbO$_3$). We used a diamond-tipped hole bit to cut out a circular piece. The wafers are cut such that the extraordinary axis (c-axis or z-axis) is oriented along the thin section of the disk, and the ordinary axes are in the circular plane of the disk.
FIG. 4.8: $\text{LiNbO}_3$ disk mounted in lathe for polishing. Diamond-grit sandpaper was used to polish the rim of the disk.

(Figure 4.9).

We attached the circular piece to a post using heat-wax, and turned it on a lathe. We used aluminum oxide sandpaper to reduce the diameter and to shape the rim to create a curved surface. However the particles in aluminum oxide sandpaper are too irregular in size for polishing. Diamond lapping paper provides more uniform and smaller size particles, which are necessary for a high-quality optical polish. We stepped down through several grits of diamond lapping paper to polish the rim, from 9 $\mu$m down to 0.1 $\mu$m. Figure 4.8 shows a photo of the hand-polishing technique.
Polishing lubricant is necessary to keep removed material away from the area being polishing.

![Photo a.](image1.png) ![Photo b.](image2.png)

**FIG. 4.10:** Two polishing stages. Photo a. shows the disk after polishing with no cleaning in between the final three stages. Photo b. shows the disk after being re-polished and cleaned with acetone in between the final stages. There are still visible scratches on the top and bottom edges (right and left in the photo), but the center strip where the WGMs will propagate is now clear.

The quality of the polish is the main limiting effect of the quality factor of the resonator. With this polishing regimen we produced disks with quality factors around $10^6$, while the absorption-limited Q for LiNbO$_3$ is around $10^8$. In order to reach an absorption-limited Q-factor we had to add several improvements. First, we cleaned the disk using acetone in between polishing stages to prevent removed material from causing scratches. This improved the Q-factor by a factor of ten, to $10^7$. Figure 4.10 shows how the disk looks with or without acetone cleaning. We next used a diamond slurry in the final two stages (0.5 and 0.1 µm). This improved the polishing material contact with the surface as compared to the paper, as well as helping prevent scratching. We were able to achieve a Q-factor of $10^8$ with these improvements (Fig. 4.11).
FIG. 4.11: Single WGM resonance with a full-width half-max of 3 MHz for a Q-factor of $10^8$ (with a 1064 nm laser).
CHAPTER 5

Second harmonic generation inside a WGMR

In this section we detail our experiments to produce non-critically phase-matched second harmonic generation inside our crystalline whispering-gallery mode resonators.

5.1 SHG Experiment

We coupled our 1064 nm DPSS laser to a MgO:LiNbO$_3$ disk using an anti-reflection coated diamond prism as described in Sec. 4.1. The pump field was linearly polarized and parallel to the ordinary axis ($n_o$) of the disk, as required for phase-matching for SHG (Sec. 2.1.3). We heated the disk to achieve phase-matched second harmonic generation. Inside the disk a second harmonic (SH) field with a wavelength of 532 nm was generated. With the pump field polarized along the ordinary axis ($n_o$) of the disk (Fig. 4.9, the phase mismatch $\Delta k$ is a minimum when the SH field is polarized along the extraordinary axis ($n_e$), and the temperature $T_{pm}$ is such that
n_o(1064 nm) = n_e(532 nm) (as in 2.5). For MgO:LiNbO_3, this temperature is T_{pm} = 89° C (for a WGMR geometry).

Both the pump 1064 nm and SH 532 nm beams exit the prism, with a small separation due to dispersion in the prism. A lens is placed after the prism to approximately collimate both fields. A polarizing beam splitter (PBS) is placed after the lens to separate the two fields, as shown in the experimental diagram in Figure 5.1.

Maximum SHG efficiency in a crystalline WGMR requires optimal phase-matching conditions and optimal mode overlap. The phase-matching is controlled by the temperature of the crystal, which tunes the birefringence. A temperature controller is used to maintain a constant temperature. The pump field is tuned to a WGM resonance by tuning the laser frequency. Feedback from the transmission photodetector is used to keep the pump laser locked on resonance.
FIG. 5.2: Photo of WGMR with and without SHG. *Left* shows photo where disk temperature was far from phase-matching temperature. *Right* shows photo of the scattering of the second harmonic WG field when disk temperature was near phase-matching temperature.

FIG. 5.3: Photo of SHG from the WGMR and pump transmission through the disk. Both the 532 nm second harmonic (green) and 1064 nm infrared pump (purple) spots are visible. They have been separated by dispersion in the coupling prism. *Bottom* is same photo with lines drawn to illustrate beam paths.
5.2 Detection of SHG

We detected the generated second harmonic on photodetector after separating it from the transmitted pump using a polarizing beam splitter. We used different photodetectors for initial detection/efficiency measurements and for noise measurements. For efficiency measurements we used a silicon Hamamatsu S7686 photodiode with a reverse bias, connected to a current preamplifier (SRS SR570). The S7686 is most sensitive around 532 nm, and is coated to reduce sensitivity to infrared. This was useful when our SH output was low. However it has a large area and high capacitance (200 pF), which reduces the detection bandwidth (Sec. 6.1). For noise measurements, we switched to a smaller photodiode with lower capacitance (Hamamatsu S1337).

Maximum SHG efficiency occurs where the temperature, pump laser frequency, and crystal indices of refraction are such that there is maximal pump-SH WG mode overlap and the dispersion between the pump and SH modes is minimized. However, these parameters are not independent. Temperature affects both dispersion and the cavity mode frequencies. This requires three tuning controls (temperature, pump laser frequency, external E-field) to be able to find the highest efficiency point.

Additionally, there are many families of whispering-gallery modes, and thus many local maxima (Sec. 2.3.2). Due to this large parameter space, finding the point with the maximum second harmonic conversion efficiency is very difficult. Because the of the large modal number and the uncertainty in the absolute modal number, this point cannot be determined \textit{a priori}.

We began the experimental search at the single-pass phase-matching temperature we found for our MgO:LiNbO$_3$ crystal, $T_{pm} = 110^\circ$ C. There are many spatial modes that can be supported by the whispering-gallery mode resonator. As seen in Sec. 2.3.2, these modal frequencies are determined by the geometry of the resonator.
FIG. 5.4: WGMR output with SHG vs. pump laser detuning. Top: pump transmission with several modes. Bottom: SHG output occurs when the pump frequency is tuned to WGM resonance that overlaps with a second harmonic WG mode.
The wavevector $k$ depends on the mode, which changes the phase-matching conditions. This effectively reduced our phase matching temperature to $T_{pm} \rightarrow 89^\circ C$.

These modes also have different amounts of overlap with each other. However, if there is some overlap it is possible to generate the SH field in that mode. The 1064 nm WG mode that shares the same frequency with a 532 nm mode may not have the same spatial characteristics. The higher frequency mode will be confined closer to the edge of the disk - and the overlap will be less than unity.

The spatial modes are visible at the output. Figure 5.5 shows the SH output for different pump WG modes.

![FIG. 5.5: Photo of different WGMR spatial modes of the second harmonic field. The pump frequency was tuned to different pump whispering-gallery modes within one FSR.](image)

5.3 Whispering-gallery cavity locking

To keep the laser in resonance with a whispering-gallery mode, the laser frequency must remain matched with the resonance frequency. Both the laser frequency and the cavity mode frequencies can drift over time. We monitor the pump transmission through the WGMR and use feedback to control the pump laser frequency. There are two frequency controls on the DPSS 1064 nm laser. The Nd:YAG crystal temperature can vary the frequency over 30 GHz at a slow rate. The laser cavity also has a PZT, which can tune the frequency over shorter range ($< 1$ GHz) though at a higher rate.
(100 kHz). The feedback control system is shown in Fig. 5.6.

5.3.1 Pump laser frequency locking

The pump laser frequency was dithered with a function generator at 100 kHz using the PZT-tuning. The signal from the 1064 nm transmission photodetector was sent to a lock-in amplifier, with the dither signal as the reference. We adjusted the pump laser crystal temperature (LCT) to tune to a whispering-gallery mode. The lock-in produced an error signal relative to the center frequency of the mode. The error signal was fed to a PI feedback controller (schematic in Fig. 5.7). The proportional feedback was used to control the PZT-tuning of the pump laser, while the integral feedback was used to control the LCT.

![Feedback schematic for WGMR cavity locking](image)

**FIG. 5.6:** Feedback schematic for WGMR cavity locking. Frequency generator modulated pump laser frequency and was used for the lock-in amplifier reference. Lock-in error signal is sent into feedback circuit, which is used to control the pump laser frequency.

The lock responds to drifts in WGMR temperature, drifts in the pump laser frequency, and changes in the cavity modes due to the Kerr effect. As more pump energy enters the cavity, the intensity shifts the whispering-gallery mode. This puts an upper limit on the pump power. Additionally, as the second harmonic is generated,
FIG. 5.7: PI control schematic for WGMR cavity locking. Input is from the lock-in amplifier, which is from the transmitted pump detector. The proportional out is sent to the pump laser PZT voltage. The integral out controls the pump laser crystal temperature voltage.
the energy in the pump mode is reduced, again shifting the frequency. An example of SHG with the pump locked to a WGM is shown in Fig. 5.8.

![Graph showing SHG and laser performance](image)

**FIG. 5.8:** SHG from WGMR while pump is locked. Top axes show transmitted pump (top line) and SHG (middle line). Transmitted pump is measured by the amount of coupling as a percentage of the transmitted field. The optical power of the SHG is measured in µW. The lower axes show the error signal from the lock-in amplifier. Pump input power $P_{in} = 6.2$ mW before coupling.

With increasing pump power the laser becomes more difficult to lock to a whispering-gallery mode. Fig. 5.9 shows the SHG output, transmitted pump, and lock-in amplifier error signal as a function of time. The input pump power was 8 mW, compared with 6.2 mW in Fig. 5.8. Around 20 s the lock was unable to continue to hold the pump laser on resonance.
FIG. 5.9: SHG from WGMR before pump lock is lost. Even a small amount of extra pump power is enough to kick the laser out of lock. Top axes show transmitted pump (top line) and SHG (middle line). Transmitted pump is measured by the amount of coupling as a percentage of the transmitted field. The optical power of the SHG is measured in µW. The lower axes show the error signal from the lock-in amplifier. Pump input power $P_{in} = 8$ mW before coupling.
5.3.2 Electric field tuning

Control of the second harmonic (SH) modes is provided by an electric field placed across the WGMR disk. The electric field interacts with the crystal and shifts the resonances. This is due to the electro-optic effect, where the index of refraction is a function of an applied electric field (Eq. 5.2) [48]. The electric impermeability tensor \( \eta_{ij} \) relates the electric field \( \vec{E} \) and electric displacement field \( \vec{D} \) inside a medium:

\[
E_i = \sum_j \eta_{ij} D_j
\]  

(5.1)

The electric impermeability tensor \( \eta_{ij} \) is the inverse of the electric permeability tensor \( \epsilon_{ij} \), which is real and symmetric, and depends on the electric field:

\[
\eta_{ij} \left( \vec{E} \right) = \eta_{ij} \left( 0 \right) + \sum_k r_{ijk} E_k
\]  

(5.2)

where \( r_{ijk} \) is the linear electro-optic (or Pockels) coefficient tensor. Since \( \eta_{ij} \) must also be real and symmetric, the tensor \( r_{ijk} \) must be symmetric in the indices \( i, j \). Therefore they can be combined into one index \( l \), in the same manner as Equations 2.23, such that \( r_{ijk} \rightarrow r_{lk} \). The symmetry conditions are the same as in Sec. 2.1.1, so that the \( r \) tensor for lithium niobate has the form:
The impermeability tensor elements are related to the indices of refraction by $\eta_l = \left( \frac{1}{n_l^2} \right)$. We apply a field along the extraordinary axis of the crystal, so $\vec{E} = (0, 0, E)$. Then Equation 5.2 simplifies to Eq. 5.4.

$$r_{lk} = \begin{bmatrix} 0 & -r_{22} & r_{13} \\ 0 & r_{22} & r_{13} \\ 0 & 0 & r_{33} \\ 0 & r_{51} & 0 \\ r_{51} & 0 & 0 \\ -r_{22} & 0 & 0 \end{bmatrix}$$

(5.3)

$$\eta_{jk}(E) = \begin{bmatrix} \frac{1}{n_e^2} + r_{13}E & 0 & 0 \\ 0 & \frac{1}{n_e^2} + r_{13}E & 0 \\ 0 & 0 & \frac{1}{n_e^2} + r_{33}E \end{bmatrix}$$

(5.4)

The ordinary and extraordinary indices of refraction are both tuned by the applied field but both remain independent. We are interested in how the second harmonic modes are affected by the external electric field. These modes are polarized in the direction of the extraordinary axis. To determine how the extraordinary index of refraction varies with the applied field we study $\eta_{33}$ in Eq. 5.4 and in the limit when $r_{33}E n_e^2 << 1$ (Eq. 5.5).
\[ \frac{1}{n_e^2 (E)} = \frac{1}{n_e^2} + r_{33}E \quad (5.5) \]

\[ n_e (E) = \left( \frac{1}{n_e^2} + r_{33}E \right)^{-\frac{1}{2}} = n_e \left( 1 + n_e^2 r_{33}E_{ext} \right)^{-\frac{1}{2}} \quad (5.6) \]

\[ \approx n_e - \frac{1}{2} n_e^3 r_{33} \quad (5.7) \]

Thus the change in \( n_e \) due to \( E \) is \( \Delta n_e = -\frac{1}{2} n_e^3 r_{33}E \). Next we calculate the change in the mode frequency in the WGMR disk due to this change in the index of refraction (Eq. 5.8):

\[ \nu_{cav} = \frac{m_{opt}c}{OPL} = \frac{m_{opt}c}{2\pi R n_e} \]

\[ \Delta \nu_{cav} = \frac{m_{opt}c \Delta n_e}{2\pi R n_e^2} \]

\[ = \frac{c n_e r_{33}E}{2\lambda} \quad (5.8) \]

where \( m_{opt} = 2\pi R n_e/\lambda \) is the mode number, \( R \) is the radius of the disk, and \( \lambda \) is the wavelength. The electric field is approximately the applied voltage \((V_{DC})\) divided by the distance between the electrodes (which is the thickness of the disk, 1 mm). The frequency shift is then given by Eq. 5.9. For our MgO:LiNbO\(_3\) WGMRs the electrooptic coefficient is \( r_{33} \sim 28 \text{ pm/V} \) (from Table 2.1), and we obtain a frequency shift per volt of \( \sim 18 \text{ MHz/V} \) (Eq. 5.10).
\[ \Delta \nu_{cav} = \frac{c \, n_e \, r_{33} \, V_{DC}}{2 \, \lambda \, d} \quad (5.9) \]
\[ \Delta \nu_{cav} = V_{DC} \times 18 \, \frac{\text{MHz}}{V} \quad (5.10) \]

To apply a field along the c-axis, we placed a flat, circular electrode directly on top of the disk (between the disk and the clamp). A variable voltage was applied between the top electrode and the mount (serving as the bottom electrode) using a ThorLabs Piezo Controller. The voltage could be varied between 0 \sim 100 \, V, to give us a tuning range of \sim 1.8 \, \text{GHz}. Figure 5.10 shows the SHG output of the WGMR disk as the voltage across the disk is swept to change the SH mode frequency over \sim 1 \, \text{GHz}, while the pump mode was locked.

FIG. 5.10: SHG output vs. E-field detuning demonstrates a full-width half-max of 114 MHz, and a Q-factor of 5 \times 10^6.
5.4 SHG Efficiency measurements

Second harmonic output is significant only when the laser is in resonance with a fundamental mode that also overlaps with an available SH mode. The SHG efficiency then depends not only on the quality factors of the two optical fields, but also on the geometrical overlap of their modes inside the resonator. The expression for the efficiency (Equation 3.76) can be re-written in terms of the normalized saturation power $S = 54P_{in}/W_0$ [45]:

$$\frac{P_{SH}}{P_{in}} = \frac{6}{S} \left[ \sqrt[3]{1 + S + \sqrt{S(1 + S)}} + \sqrt[3]{1 + S - \sqrt{S(1 + S)}} - 2 \right]^2,$$

(5.11)

where $P_{in}$ and $P_{SH}$ are the powers of the input fundamental and output second harmonic optical fields, respectively. Our derived saturation power $W_0$ is Equation 3.77, and is dependent on the nonlinear conversion rate and the cavity loss rates.

Fig. 5.11 shows measured SHG conversion efficiency as a function of the pump field power for two different separations between the disk and the prism. Increasing the disk-prism separation increased the conversion efficiency, as the $Q$ increased by a factor of 1.55 from $Q = 4.6 \times 10^6$ to $Q = 7.0 \times 10^6$. We extracted the value of the saturation parameter $W_0$ by fitting the SHG efficiency measured experimentally using Eq.(5.11). For $Q = 7.0 \times 10^6$ we fit to $W_0 = 900$ W, for the $Q = 4.6 \times 10^6$ we found $W_0 = 2200$ W. The ratio between the two saturation powers is consistent with $W_0 \sim \frac{1}{Q^2}$ predicted by Equation 3.77.

However, these saturation powers are much lower than expected from Equation 3.77, and previous experiments [43], which found an experimental saturation power of $W_0 \simeq 3$ mW. Our model did not take into account the whispering-gallery
FIG. 5.11: Saturation power measurements by way of SHG Efficiency vs. input power. Lines show efficiency vs. input power for the closest saturation powers. Saturation power scales by $Q^3$ as predicted. Quality factor was varied by moving the disk away from the prism to lower the coupling.
mode volumes ($V^{(\omega)}$, $V^{(2\omega)}$) or spatial mode overlap ($V_{\text{overlap}}$) between the pump and second harmonic modes. The saturation power has been found to depend on these variables as [45]:

$$W_0 \propto \left( \frac{V^{(\omega)}}{V_{\text{overlap}}} \right)^2 V^{(2\omega)} \quad (5.12)$$

A low mode-overlap explains why we observed much larger saturation powers. This effectively reduces the conversion rate.
CHAPTER 6

Quantum noise measurements

This chapter introduces the tools for detecting quantum noise and the details of their operation. I address the experimental considerations that constrain our ability to measure the quantum noise. I present the experimental method, and examine the measurements of the quantum noise associated with second harmonic generation inside whispering-gallery mode resonator.

With second harmonic generation from a whispering-gallery mode resonator demonstrated, the next step is to measure the effect on the quantum fluctuations. Fluctuations give rise to noise in amplitude and phase measurements. Measurements are carried out using photodetection electronics. As predicted in Chapter 3, noise reduction due to second harmonic generation should be visible in the amplitude quadrature. A photodetector (usually a photodiode) itself produces a current proportional to the intensity of the light. The noise on this measurement will be related to the amplitude quadrature noise of the light $\sim \langle |\Delta X_1|^2 \rangle$.

The measured noise is a combination of the quantum noise, electronics noise (thermal noise, amplifier noise) in the detection apparatus, and any other classical
noise affects the field (such as laser pump noise). It is necessary to minimize the effects of all other sources of noise in order to measure the quantum noise. The quantum noise is intrinsic to the light and cannot be removed by classical means. It is related to the uncertainty in the photon flux, and for a coherent state (such as a laser) with minimum uncertainty this noise is referred to as the shot noise.

There are many difficulties in measuring the quantum noise. The efficiency with which photodiodes convert light into an electric current immediately limits the ability to detect quantum noise. This is called the quantum efficiency (or Q.E.), and depends on the photodiode material, size, and construction. We measure the noise by measuring the power at different frequencies using a spectrum analyzer. The bandwidth of frequencies we can measure reliably depends on the gain and bandwidth of our photodetector amplifiers. As gain and bandwidth are often inversely related, this limits our ability to measure small signals at sufficient bandwidth.

6.1 Photodetectors

In order to detect the quantum noise accurately, the photodiodes must be efficient at converting photons to photoelectrons. This conversion ratio is the quantum efficiency (Q.E.). Photodiode material is critical in determining the quantum efficiency, and Q.E. will vary with light frequency. For 1064 nm, indium gallium arsenide (InGaAs) photodiodes have the highest quantum efficiency. We used JDSU ETX-500 photodiodes, which have a quantum efficiency of $\sim 85\%$. For the 532 nm second harmonic, the highest quantum efficiency photodiodes are made of silicon (Si). We used Hamamatsu S1337 photodiodes for our SH photodetector, with a Q.E of $\sim 80\%$.

The photodetector circuit for the pump beam measurements is shown in Fig. 6.1. Detection sensitivity and speed are always opposing each other. High sensitivity is
FIG. 6.1: Photodetector schematic for the fundamental laser. The photodiodes are JDSU ETX500.

achieved with large feedback resistor \((R_f = R1)\). A high resistance reduces the
detector bandwidth, resulting in a slower detector response. This can be compensated
by lowering the capacitance \((C_f = C2)\). It is limited, however, by the photodiode
capacity \((C_{PD})\). Photodiode capacitance is primarily a function of size – the
smaller the active photodiode area, the lower the capacity. Too small an area and
it becomes difficult to capture the entire beam on the detector.

The formula to determine the optimal feedback resistance \((C_f)\) for the preamplifier
(an op-amp with gain-bandwidth product \(GBP\)) is Eq. 6.2. We used AD4817 for
our amplifier op-amps, which have a gain-bandwidth product of \(GBP = 410\) MHz [87].

\[
\frac{1}{2 \pi R_f C_f} = \sqrt{\frac{GBP}{4 \pi R_f C_{PD}}} 
\]

\[
C_f = \sqrt{\frac{C_{PD}}{\pi R_f GBP}} 
\]
For the SH detector, the S1337 photodiodes have a capacitance of \( C_{PD} = 65 \) pF, and the feedback capacitance should be around 4.5 pF. Practically, if \( C_f \) is too small the amplifier will oscillate, so we tested a few small capacitors (from 0 – 7 pF) and found \( C_f = 2 \) pF to be optimal. For the pump detector, the ETX-500 photodiodes have a capacitance of \( C_{PD} = 44 \) pF each. With both connected, Eq. 6.2 gives a feedback capacitance of \( \sim 3.7 \) pF. In practice we found 2.2 pF to be optimal.

### 6.2 Electronics noise

Detection of the quantum noise of light begins with the conversion of photons to electrons by way of a photodiode. This element creates a current proportional to the intensity of the light. The fluctuations in intensity will be transferred to the photocurrent \( I_{ph} \), and is described by the variance of the shot noise current \( i_{ph} \) (in A/Hz).

\[
\langle i_{ph}^2 \rangle = 2eI_{ph}
\]  \hspace{1cm} (6.3)

The photocurrent will be detected by a resistor \( R \), and the resulting noise voltage \( v_{ph} \) (in V/√Hz) is given by Eq. 6.4.

\[
v_{sh} = \sqrt{2eI_{ph}R}
\]  \hspace{1cm} (6.4)

Johnson-Nyquist noise (also called thermal noise) is introduced by the resistor \( R \). As current is converted to voltage, thermal fluctuations affect the voltage noise.
This noise scales by the square-root of the temperature and resistance, and is given by Eq. 6.5:

\[ v_{\text{johnson}} = \sqrt{4 k T R} \]  

(6.5)

with units of \( V/\sqrt{\text{Hz}} \), where \( k \) is the Boltzmann constant (1.38 \times 10^{-23} \, \text{J/K}). For a reliable quantum noise measurement, the optical signal must be above the Johnson noise level, such that

\[ I_{\text{ph}} > \sqrt{\frac{2 k T}{e R}} \]  

(6.6)

There is also 1/f noise from the amplification in the photodetector (Sec. 6.1). For our op-amps (ADA4817) this is 4 nV/\( \sqrt{\text{Hz}} \). This is important to keep in mind, as we saw in Sec. 5.4 that our SHG efficiency was lower than expected. In order to measure noise in the second harmonic field, we have to have a high enough signal to get above the electronics noise.

### 6.3 Laser noise

Laser noise can arise from the pumping mechanism and the lasing action itself. In a diode-pumped solid state laser, there is excess noise produced by a relaxation oscillation. This is an oscillation of energy between the light intensity and the population inversion when cavity decay rate is much greater than the spontaneous decay rate. In our Nd:YAG 1064 nm laser, this oscillation creates a noise peak around 770 kHz. An intensity noise eater, which monitors the laser output signal and sends feedback to the pump laser diode, was used to reduce this noise. Fig. 6.2 shows the
effect of the noise eater circuit on the measured noise.


6.4 Shot noise

As discussed in Sec. 3.3, a coherent state has minimum uncertainty in both amplitude and phase quadratures (Eq. 3.43). Amplitude noise is proportional to the variance of the fluctuation in the $\hat{X}_1$ quadrature with a phase of $\phi = 0$, such that $Var(\hat{X}_1) = \langle \Delta \hat{X}_1^2 \rangle$. For a coherent state, this noise is equal to unity

$$Var(\hat{X}_1) = 1$$  \hspace{1cm} (6.7)

This is called the shot noise or standard quantum limit (SQL). Noise measure-
ments are made in reference to this level. A photodiode itself measures the intensity, and the intensity noise is equivalent to $\dot{X}_1^2$ with a phase of $\phi = 0$.

Our noise measurements were done by direct detection, using one photodiode. Shot noise power varies linearly with optical power (Sec. 6.4), so a doubling of the optical power increases the shot noise by 3 dB. Fig. 6.3 shows noise traces from the spectrum analyzer for a doubling of the laser power. The difference between the top two traces is 3 dB (for frequencies between 3 and 9 MHz), indicating that our laser is shot noise limited in this region. We verified this by balancing the photodetector. By balancing, all other noise effects are cancelled out, leaving only shot noise. We used a polarizing beam splitter to send the beam to two photodiodes. The photodiodes were physically connected to the same preamplifier. One was biased with a positive voltage, while the other was biased with a negative voltage, resulting in the subtraction of their signals at the pre-amp stage.

We then calibrated the shot noise (again with direct detection) by varying the optical power, obtaining a relationship between the DC voltage measured and shot noise power. This was necessary as our second harmonic was not stable, but varied in time, so we could not actively measure the shot noise.

### 6.5 Experimental results

Using our WGMR apparatus, we set up to measure the effect of second harmonic generation inside the WGMR disk on the quantum noise level of both the pump and second harmonic fields. For measurements of the transmitted pump intensity noise, we used the set up in Fig. 6.4. The 1064 nm laser was linearly polarized along the direction of the WGMR ordinary axis (horizontal) and directed through a focusing lens to the coupling prism. Coupling was achieved as in Sec. 4.1. Conditions were
FIG. 6.3: Spectrum analyzer traces showing 3 dB increase with a doubling of laser power above a detection frequency of 3 MHz. Bottom trace (blue) shows the electronics noise.

FIG. 6.4: Optical schematic for pump noise detection.
met for second harmonic generation as in Chapter 5. The output was collimated and the pump and SH fields were separated by a 45° short-wave pass filter. The SH field was focussed on an amplified photodetector. The transmitted pump was focussed onto one channel of the balanced photodetector (Fig. 6.1). We measured the noise level of the laser by direct detection.

6.5.1 Transmitted pump noise measurements

![Graph showing predicted pump noise variation as a function of saturation power relative to shot noise for experimental pump input powers. Detection frequency of 5.5 MHz, Q-factor of 4 × 10^7. The line at 4 W shows our experimental saturation power.]

We tuned the pump laser frequency to a whispering-gallery mode that overlapped with a second harmonic whispering-gallery mode, and set the laser lock (Sec. 5.3.1). The spectrum analyzer was set to monitor a single frequency, with a resolution bandwidth of 30 kHz and a video bandwidth of 30 Hz. An oscilloscope monitored four channels: the transmitted pump DC level, the spectrum analyzer (from the transmitted pump AC signal), the second harmonic field, and the WGMR temperature.

While the pump laser frequency was locked to a mode the second harmonic
modes were free to drift. In the following data the E-field tuning (Sec. 5.3.2) was not implemented, so we were unable to stabilize the second harmonic generation. We observed the noise at a set detection frequency over time. As the SH modes drifted into coincidence with the locked pump WG mode, the SH field was generated, and we measured the effect on the noise level.

We determined in Sec. 5.4 that we had not found the optimal parameters for second harmonic generation in our system. Our measured saturation power was several orders of magnitude higher than previous experimental work. This reduced the possible magnitude of noise reduction of the system. Fig. 6.5 shows the predicted noise reduction from shot noise for varying saturation powers. In Sec. 5.4 we measured our experimental saturation power to be near 4 W. In Fig. 6.5 we would expect to see less than 0.1 dB of squeezing, less than we could reliably resolve.

There were signs that the noise level was increased above shot noise in the presence of second harmonic generation. Fig. 6.6 shows a trace where the pump is locked to a WGM and the second harmonic field drifts. Without significant SHG, the measured noise is near shot noise. As the second harmonic is generated, the pump noise increases above shot noise. This is due to a process (or combination of processes) not accounted for in our theoretical predictions. One suspect is FM-to-AM conversion (frequency modulation to amplitude modulation).

Fig. 6.7 shows another trace where the pump noise increased with the presence of second harmonic generation. One interesting note here is that the noise, after increasing while the pump was locked, decreased when the second harmonic power peaked. The second harmonic trace suggests that the SH mode initially had poor overlap with the pump mode, and the SH generation was initially very low. This poor overlap would correspond to a high slope mode amplitude vs. frequency. Any small frequency shift (or noise) would then result in a larger amplitude change (or
FIG. 6.6: Extra noise in pump with SHG while pump was locked. 5.5 MHz detection frequency. Top plot shows measured noise from direct detection (blue dots) and shot noise (red x’s). The shot noise was calculated from the DC voltage, using calibration by balanced detection. Middle plot shows the second harmonic power, and bottom is the transmitted pump coupling. Input pump power was 8.1 mW. The gap in the measured noise trace is due to the spectrum analyzer refresh.
Figure 6.8 demonstrates good mode overlap and poor mode overlap. Once the SH mode shifts to overlap more closely with the pump mode, the noise is less affected by the frequency-to-amplitude conversion noise.

Another possible case of noise reduction with second harmonic generation is shown in Fig. 6.9. In this trace there was more pump coupled into the whispering-gallery mode (45% compared to 30%), the pump lock remained stable. The measured pump noise was stable but slightly above shot noise. When the second harmonic was generated, there is a very small dip in the noise.

We did not observe any significant evidence of squeezing from our experiment.
FIG. 6.8: Example of second harmonic mode overlap to show FM-to-AM conversion. The highlighted band represents the pump frequency lock.
FIG. 6.9: Pump noise measurement at 5.5 MHz detection frequency. Top plot shows measured noise from direct detection (blue dots) and shot noise (red x's), both smoothed with a moving average. The shot noise was calculated from the DC voltage, using calibration by balanced detection. Middle plot shows the second harmonic power, and bottom is the transmitted pump coupling. Input pump power was 14.8 mW.
This matches with our predictions from Sec. 3.5.2 (Fig. 6.5), as our second harmonic efficiency was less than in prior work [43, 45]. We also observed increases in noise in some data. We attribute this to FM-to-AM conversion noise. This arises due to the cavity spectrum and the mismatch between pump and SH modes, and must be minimized in future squeezing experiments.

### 6.5.2 Second harmonic noise measurements

We also attempted to measure the noise of the generated second harmonic (SH) field. The temperature of our WGMR was set to 89°C for phase-matching. We tuned the pump laser to a whispering-gallery mode that overlapped with a second harmonic whispering-gallery mode, and set the laser lock (Sec. 5.3.1). The schematic for our experimental setup is in Fig 6.10. The SH field was detected by the balanced photodetector (BPD) and the transmitted pump was monitored by another photodetector. The BPD signal was sent to an electronic spectrum analyzer.

![Optical schematic for SH noise detection.](image)

We found that with our high saturation power, we needed too much pump power
to produce enough SHG signal for detection. With high input power, our cavity became unstable. With a lower input power, we could stabilize our cavity, but could only produce a few $\mu$W of SHG. While we were able to detect the DC level with a high-gain amplifier, the high gain reduced our bandwidth, and at low detection frequencies, the noise was dominated by classical noise.
CHAPTER 7

Hyper-Raman scattering in a WGMR

While working on observing second harmonic generation from the LiNbO$_3$ WGMR, we noticed that in addition to the 532 nm SH field, the disk was also emitting yellow light. Using a spectrometer to detect the transmitted beam, we found that the disk was producing light at several frequencies near 532 nm. We determined that this must be due to hyper-Raman scattering, a process usually observed using high-intensity pulsed lasers. The combination of the high-intensity reached inside the WGMR, along with the scattering geometry of the crystal allowed this process to occur for our continuous-wave (CW) pump laser.

7.1 Raman scattering

Raman scattering occurs when light is inelastically scattered off of a material such that the scattered light has shifted frequencies by losing/gaining energy to/from
FIG. 7.1: Raman scattering diagram where an input field of frequency $\omega_{in}$ is scattered into a Stokes ($\omega_s = \omega_{in} - \omega_R$) field and anti-Stokes ($\omega_{as} = \omega_{in} + \omega_R$) field.

This effect can be seen in crystals [88], where the scattered light shifts frequency through interaction with vibrational modes (phonons). Figure 7.1 shows a schematic of Raman scattering. An incident field with frequency $\omega_{in}$ scatters off of a phonon of frequency $\omega_R$. There are two possibilities for the scattered field – a Stokes field with frequency $\omega_s = \omega_{in} - \omega_R$, and an anti-Stokes field with frequency $\omega_{as} = \omega_{in} + \omega_R$ [46, 48, 49].

There are several factors that determine the nature of the scattering – the possible phonon modes of the crystal, the incident direction of the light relative to the crystal axes, the polarization of the incident light relative to the crystal, and the direction and polarization of the scattered light.

the material [46, 48, 49]. This is typically a weak process, with a cross-section of $\sim 10^{-6}$ cm$^{-1}$ [48].
7.2 Hyper-Raman scattering

Hyper-Raman scattering is the interaction between two incident photons and a vibrational mode of a material. The two photons ($\omega_i$) are converted into a single photon of a higher frequency ($\omega_{out}$), which is shifted by the frequency of the vibrational mode ($\omega_R$) such that $\omega_{out} = 2\omega_i - \omega_R$. This process is intensity dependent.

Raman scattering is usually described in terms of the polarizability instead of the susceptibility (from Sec. 2). The susceptibility relates to the total electric field, whereas the polarizability relates the polarization of a medium to the external field only [89].

Selection rules for Raman and hyper-Raman transitions are determined by the relation between the polarizability and the symmetries of the phonon modes in a particular crystal lattice. The polarization response of a material to an external electromagnetic field can be generally expanded in the electric field to:

$$P_i = \alpha_{ij}E_j + \frac{1}{2}\beta_{ijk}E_jE_k + \frac{1}{6}\gamma_{ijkl}E_jE_kE_l + \ldots,$$

(7.1)

where $\alpha$ is the polarizability, $\beta$ and $\gamma$ are the first- and second- hyper-polarizability tensors, correspondingly [90, 91]. Traditional notation for tensors $\alpha_{ij}$ and $\beta_{ijk}$ uses indices $i, j, k$ for the crystallographic axes $x, y, z$ with the first index $i$ corresponding to the polarization of the scattered radiation, and indices $j, k$ describe polarization of the input photon (for Raman) or polarization of two incident photons (for hyper-Raman). Further, the scattering cross-section for hyper-Raman and Raman scattering for various geometries is usually written as $d_1(ijk)d_2$ and $d_1(ij)d_2$, with $d_1$ and $d_2$ describe correspondingly the directions of incident and scattered radiation.

Lithium niobate has a trigonal crystal structure (space group $C_{3v}^6(R3c)$), and thus
the optical phonon modes can be classified into 3 groups of modes: \( \Gamma = 4A_1 + 5A_2 + 9E \) (the number indicates the number of modes in each group, and each group can be further separated into transverse and longitudinal) [92, 93]. Each mode group couples to different polarizations combinations of the incident and scattered fields, and thus each has different polarizability and hyperpolarizability tensors [92, 94].

![Diagram](image)

FIG. 7.2: Schematics of hyper-Raman scattering photon conversions (a.), in which two photons from the incident field interact with a medium to produce one new photon and a phonon; and (b. - d.) multi-phonon hyper-Raman overtone transitions.

### 7.3 HRS in WGMR Experiment

A schematic of the experimental setup is shown in Fig. 7.3. Efficient coupling of laser radiation into and out of the WGMR is possible by means of frustrated-TIR at the surface of a coupling prism (Sec. 4.1). In our experiments, the horizontally polarized output of a Novawave 1064 nm fiber laser (courtesy of Dr. S. A. Aubin) was focussed on the internal surface of an equilateral diamond prism (1.5 mm sides) at the critical angle for total internal reflection (TIR) between the prism and the
FIG. 7.3: HRS experiment schematic showing input and generated fields (see text for abbreviations, arrows show polarizations).

disk. The coupling efficiency was adjusted by changing the separation between the prism and the disk using precision micrometer. In this experiments we used two WGMR disks: a 1 mm-thick stoichiometric lithium niobate wafer (LiNbO$_3$, Li/Nb $\sim 1$) and a magnesium oxide-doped lithium niobate wafer (MgO:LiNbO$_3$, MgO $\sim 3.5\%$). The diameters of both disks were approximately 7 mm. Each disk was z-cut, with the extraordinary axis of the crystal perpendicular to the radius of the disk. The subsequent procedure applies to both disks. The sides of the disks were hand-polished in our laboratory following the procedure developed in Sec. 4.3, to a rounded cross-section with approximately 0.2 mm radius of curvature at the disk’s equator. The laser used for the described experiments did not allow a controlled frequency sweep, so that the pump frequency had to be manually adjusted every time to the frequency of some WGMR eigenmode to achieve maximum coupling. The lack of continuous frequency tuning capability significantly complicated the process of finding the optimal coupling and made the measurements of Q-factor at 1064 nm wavelength virtually impossible. However, we estimate that the Q-factor of the disk exceeds $10^7$ from data obtained using a similar disk and a tunable 800 nm laser.
The radiation inside the disk exited through the same coupling prism and was recollimated by the second lens. All optical fields generated through nonlinear frequency conversion inside the disk were polarized in $z$ direction (as indicated in Fig.) and orthogonal to $x$-polarized pump laser. A polarizing beam splitter (PBS) placed after the output collimating lens split these fields from the transmitted pump laser and sent them to a broadband spectrometer [Ocean Optics HR4000, resolution 0.4nm (Spec.)]. The transmission of the pump beam, measured by a photodiode (Det.) placed at the second output of the polarizing beam splitter, was used to control coupling efficiency.

To study nonlinear frequency conversion inside the disk, we gradually increased the power of the pump laser until we observed generation of light at different wavelengths. Even though we have operated at room temperature (i.e., far from non-critical phase matching temperature) we observed second harmonic generation (SHG) at 532 nm inside our whispering-gallery mode disk, with a pump power of $P_\omega = 11$ mW, as shown in Fig. 7.4(a). This result was somewhat surprising, as the experimentally determined phase matching temperature for our stoichiometric lithium niobate was $T_{PM} = 140 ^\circ C$ (MgO:LiNbO$_3$ $T_{PM} = 99 ^\circ C$). The efficiency of the second harmonic conversion was significantly reduced due to the phase mismatch - at a pump power of $P_\omega = 300$ mW the output second harmonic power was $P_{2\omega} \sim 3 \mu W$.

With increased pump power, we unexpectedly observed Raman-type generation of several additional fields, yellow-shifted with respect to the green 532 nm SH field. In the stoichiometric lithium niobate disk (Middle, Fig. 7.4) these four unexpected fields appeared at roughly the same threshold power $P_\omega \sim 430$ mW at approximately equidistant frequencies 545 nm, 559 nm, 573 nm, and 587 nm. A similar spectrum was observed in MgO:LiNbO$_3$ at somewhat higher pump power, due to less efficient coupling (Bottom, Fig. 7.4). The frequency position of the shifted modes, the scattering geometry inside the WGMR, and the relative intensity of the generated fields suggest
FIG. 7.4: Output spectra of HRS emission from whispering-gallery mode resonators. *Top:* SHG emission from stoichiometric LiNbO$_3$ disk with 11 mW pump power; *Middle:* emission from same disk at 650 mW pump power and coupling efficiency 70 %, *Bottom:* emission from MgO:LiNbO$_3$ disk at 825 mW pump power and coupling efficiency 30 %.
that they are generated through a hyper-Raman process, in which the hyper-Raman scattering is accompanied by excitation of one or multiple phonons in configuration shown in Figure 7.2.

The observed frequency difference between two consecutive generated fields of \( \approx 14\) nm corresponds to a Raman shift of \( \omega_R = 455\) cm\(^{-1}\), associated with either the E(LO)\(7\) or an A\(_2\) phonon mode in LiNbO\(_3\) [93, 95, 96]. However, the generation of the yellow-shifted fields via direct Raman scattering of the second harmonic field of same polarization is prohibited by the selection rules, since the \( \alpha_{zz} \) element of the E-mode polarizability tensor is zero. Similarly, we can rule out the A\(_2\) mode as both its \( \alpha_{zz} \) and \( \beta_{zxx} \) elements are zero. Rather, hyper-Raman scattering of the pump field is possible, since \( \beta_{zxx} \) is nonzero for the E-modes.

![FIG. 7.5: Wavelength shift for (Top) Raman scattering of 785 nm from a lithium niobate crystal, and (Bottom) emission from lithium niobate WGMR with a 1064 nm pump, referenced to 532 nm. Lines are at 455 cm\(^{-1}\), 909 cm\(^{-1}\), 1337 cm\(^{-1}\) and 1686 cm\(^{-1}\). Some optical modes are labeled in Top figure [93, 95, 96].]
Still, hyper-Raman scattering involving single phonon cannot explain observation of lower-frequency yellow fields. Such process would involve excitation of phonons with Raman shifts of 909 cm$^{-1}$, 1337 cm$^{-1}$, and 1686 cm$^{-1}$, and such high-frequency phonons are not supported by the lithium niobate crystal lattice. This was verified by obtaining a traditional Raman scattering spectra for our samples using a 785 nm DeltaNu Raman Spectrometer. Comparison of this Raman spectra with recorded WGMR emission is shown in Fig. 7.5. We can also rule out cascaded Raman scattering as all the generated fields are polarized in the same $z$ direction, and the polarizability tensor element for that process is zero as described above. These extra fields are more consistent with multi-phonon overtones $2\omega_0 - 2\omega_R$, $2\omega_0 - 3\omega_R$, $2\omega_0 - 4\omega_R$ (Fig. 7.4). Thus we think these results can be attributed to second-order hyper-Raman scattering.

In conclusion, we observed four Raman-shifted modes along with non-phase matched second harmonic generation inside our lithium niobate whispering-gallery mode disk resonators. The generated second harmonic field was neither powerful enough nor of the proper scattering geometry to produce observed Raman scattering at 455 cm$^{-1}$. Thus, we attribute Stokes fields produced at 545 nm, 559 nm, 573 nm, and 587 nm to the hyper-Raman scattering and second-order hyper-Raman scattering of the 1064 nm pump beam. This is interesting to study for both cavity hyper-Raman scattering itself, as well as its consequences for other nonlinear processes inside high-quality whispering-gallery mode resonators.
CHAPTER 8

VO$_2$ MIT and Q-switching

8.1 Q-switching

Optical cavities can be modulated to allow or prevent light building up in power. This can be done actively (in the case of Pockels cells) or passively (in the case of Kerr-lens mode-locking or a saturable absorber). This effectively modulates the cavity quality factor. This is called \textit{Q-switching} [97].

Whispering-gallery mode resonators have been used to create micro laser cavities [32–37]. The small cavity length could allow for short pulses with very high repetition rates. As a crucial feature of these cavities is the high quality factor, adding a region of Q-switching material would allow for pulse generation.

A Q-switch material would have to have a significant change in optical properties, a change that occurs rapidly, and is repeatable [98]. Vanadium dioxide undergoes a phase transition between from an insulator to a metal which results in a significant change in reflectivity. This transition can be induced optically, in which case it occurs on the order of picoseconds [99]. The transition is reversible and repeatable. Vana-
dium dioxide has been studied as a low-loss plasmonic material [100–103], and has been deposited on different substrates as a thin-film. The properties of the transition are altered by the properties of the thin-film (thickness, substrate, etc.).

### 8.2 VO₂ metal-insulator phase transition

The ability of vanadium dioxide (VO₂) to undergo a photo-induced phase transition from an insulator to a metal (referred to as a metal-insulator transition, or MIT) by a sufficiently powerful ultrafast laser pulse within a sub-picosecond timescale [104–111] makes this material a promising candidate for ultrafast optical switches [103, 112–115], and controllable electronic and plasmonic devices [101, 116]. While the exact physical process of the transition remains open to discussion, it is evident that both a critical density of photoelectrons and the excitation of relevant phonons in VO₂ play a role in the fast photo-induced MIT transition [106, 110]. The reverse process of relaxing back to the insulating state is thermal, and therefore significantly slower [117]. This long relaxation time, on the order of nanoseconds ~ microseconds, poses a challenge in designing ultrafast switching technologies.

The metal-insulator transition (MIT) in vanadium dioxide occurs around 340 K in bulk [118–120]. Below this temperature VO₂ is an insulator with a monoclinic crystal structure, while above this temperature it is a metal with a rutile structure [118, 121]. The phase transition properties of VO₂ thin films depend on the film thickness and substrate material [122]. Generally thinner films have lower transition temperatures. VO₂ films grown on different substrates have different transition temperatures, and the cause of this relationship is currently being studied.

Our studies of the optically-induced MIT in VO₂ thin-films were done in collaboration with Dr. R. A. Lukaszew at the College of William & Mary, who provided
FIG. 8.1: VO$_2$ has an insulating monoclinic structure at low temperatures, and a metallic rutile structure at high temperatures.

the ultrafast system, cryostat system, and funding, and Dr. S. Wolf’s group at the University of Virginia, who provided the VO$_2$ samples. We studied two VO$_2$ thin-film samples (shown in Figure 8.3), both grown using Biased Ion Target Beam Deposition (BITBD) [123]. One sample was 112 nm of VO$_2$ grown on top of a 0.5 mm TiO$_2$ (rutile) substrate. The TiO$_2$ substrate was cut along the (011) face. The other sample was 80 nm thick grown on a 0.5 mm c-Al$_2$O$_3$ (sapphire) substrate. XRD evaluation of both films showed them to be crystalline [124, 125]. The VO$_2$ transition temperatures were 308 K and 340 K for the rutile and sapphire samples, respectively.

To study the transition dynamics, we used an ultrafast pulsed laser to induce the transition, starting from temperatures below the transition temperature. After the transition to the metallic state, the VO$_2$ then relaxes back the insulating state. The ability to tailor this decay time is vital for a variety of applications. Extremely short decay times ($\sim$ sub-ps) are useful for ultrafast optical switch applications, while longer decay times ($\sim$ $\mu$s) may be necessary for temporary electronic circuits. A
VO$_2$-based Q-switch repetition rate would be limited by this decay time.

![Image](image_url)

**FIG. 8.2:** An ultrafast pulse can cause a phase transition in VO$_2$ where the VO$_2$ goes from an insulator to a metal. This can be observed by a change in the optical reflectivity. The structure of VO$_2$ changes.

We report on the experimental measurement of the decay time from the metallic state for a VO$_2$ film deposited on TiO$_2$. We find that the decay time is an order of magnitude longer than for VO$_2$ grown on Al$_2$O$_3$, and increases as the pump fluence used to induce the transition is increased. Decay times for VO$_2$ on TiO$_2$ range from 40 ns to 1.1 $\mu$s, while VO$_2$ on Al$_2$O$_3$ ranges from 1 $\sim$ 5 ns.

### 8.2.1 Time-resolved pump-probe reflection measurements

We mounted our samples in a windowed cryostat with a temperature-controlled heater and a column for cooling with liquid nitrogen. We used an ultrafast laser in a pump-probe configuration with a variable time-delay between pump and probe pulses...
FIG. 8.3: Photos of VO₂ on rutile and sapphire substrates. *Left:* sample of VO₂ on TiO₂ used in the CW measurements. *Right:* sample of VO₂ on Al₂O₃ used in ultrafast measurements.

FIG. 8.4: VO₂ pump-probe with ultrafast probe experimental diagram.
to measure the optical reflectivity of our samples over time. The ultrafast 100 fs pulses were from a Coherent Legend regenerative amplifier operating at 1 kHz (Details about the system operation are in Appendix A). The pulses were sent through a beam splitter to create the pump and probe pulses. The pump pulses passed through a variable neutral-density filter (VF) to control the intensity, and were focused to a 180 µm diameter on the VO$_2$ sample (Fig. 8.4).

The probe beam was directed along a variable delay stage to control the distance traveled by the probe pulse, and consequently the relative time between the pump and probe pulses. The probe pulses could be delayed relative to the pump pulses by a maximum of 4 ns. Probe power was reduced such that it could not induce the metal-insulator transition. The probe was focused to an 80 µm on the sample to ensure it probed a uniform pump intensity. The probe reflection from the VO$_2$ was detected and was sent through a lock-in amplifier. To minimize the effects of probe pulse instabilities and long-terms drifts due to environmental changes, our measurements are reported as changes in the probe reflection relative to the probe reflection when the pump beam was completely blocked ($\Delta R/R$). This allowed for sub-picosecond resolution of the change in reflectivity.

A typical measurement of MIT is shown in Fig. 8.5, as the probe beam delay is changed. Negative times correspond to the probe pulse arriving to the sample before the pump, thus interacting with VO$_2$ in its insulating stage. The fast drop in reflectivity indicates the transition of the sample to its metallic stage by the pump pulse. The time of this transition was comparable with the pulse duration, on the order of 150 fs, similar to previous experiments [105–110]. The evolution of the reflection signal from $t = 0$ to $t < 1$ ns reflected the non-equilibrium evolution of the VO$_2$ film [126]. However, here we focus on the slow thermal relaxation of the sample to its steady state, typically on a timescale of $t > 1$ ns. This slow increase of
reflectivity generally followed an exponential dependence:

\[
\frac{\Delta R}{R}(t) = \frac{\Delta R}{R}(0) e^{-t/\tau}
\]  

(8.1)

where \( t \) is the time elapsed after MIT (i.e. the delay between probe and pump pulses), and \( \tau \) is the thermal relaxation time constant.

Fig. 8.5 demonstrates MIT measurements for both sapphire and rutile samples, measured for the full length of the delay stage track (4 ns) at room temperature. The slow relaxation back to the for the sapphire sample is well fit by Eq.(8.1), with a time constants of \( \tau = 1.8 \) ns and \( \tau = 6.2 \) ns. Over the same timescale the reflection of the rutile sample stays constant, indicating that the relaxation process takes significantly longer.
8.2.2 CW probe reflection measurements

To measure the relaxation of the VO$_2$ on rutile, we modified our apparatus to use continuous-wave (CW) laser and fast photodetector (response time of 10 ns) instead of the ultrafast probe pulses (experimental set-up in Fig. 8.6). We used the same pump as in the previous section. This allowed us to probe the reflectivity at times greater than $\sim 20$ ns after MIT. A 2 mW CW 795 nm laser was used to probe the optical reflectivity of the sample. We set the detector to measure the reflected probe, however some scattered pump light could not be completely filtered out. Though this contamination was only present in within the first $\sim 10$ ns (and with thus little effect on our long-timescale measurements), we took baseline measurements without the probe laser on and subtracted the these from our measurements.

Example measurements of the MIT in VO$_2$ on rutile for two different pump pulse powers are shown in Fig. 8.7. After the initial drop from the transition to the
metal state, the reflectivity clearly takes longer than a few ns to return to the level of the insulating state. This is significantly longer than the VO$_2$ on sapphire sample (Fig. 8.5). Because this is longer than the response rate of the detector, we confirm that we can use CW probe measurements for the rutile sample.

![Graph of CW pump-probe measurements of VO$_2$ on rutile sample.](image)

**FIG. 8.7:** CW pump-probe measurements of VO$_2$ on rutile sample.

### 8.2.3 Metallic state decay analysis

Fig. 8.7 also reveals that the rate of thermal relaxation for both samples decreases with higher pump power. This is an intuitively expected trend – since there is non-negligible absorption in the VO$_2$ thin film, more energy must be dissipated in case of more powerful pump pulse. Moreover, for the higher pump powers we observed deviation of the measured reflectivity from Eq.(8.1) for short times. We speculate that the observed “flattening” of the curves was due to the pump pulse heating the
sample above the threshold value for the thermally-induced MIT. In this case the reflectivity does not change significantly as the sample stays metallic while it cools to the transition temperature (where the reflectivity then changes significantly). For all experimental curves only the later exponential part of the measured reflectivity was included into the fitting thermal relaxation time analysis.

FIG. 8.8: Metallic state relaxation time constant $\tau$ vs. pump fluence found from a fit of the change in reflectivity to Eq. 8.1. Rutile data was obtained with a CW probe; Sapphire data using an ultrafast probe.

The dependence of the measured relaxation time constant $\tau$ on pump fluence is shown in Fig. 8.8. The available range of pump fluence was limited by our ability to reliably detect a change in reflectivity at low fluences, and by the VO$_2$ damage threshold (pump fluence > 40 mJ/cm$^2$).

To investigate the temperature dependence on the relaxation time, we also repeated the measurements for VO$_2$ on rutile while changing the substrate temperature.
FIG. 8.9: Various substrate temperatures for the metallic state relaxation constant $\tau$ vs. pump fluence. Substrate temperature has a significant effect, though the relaxation times remain an order of magnitude above the sapphire relaxation times.

For these measurements the cryostat was pumped to a pressure of $10^{-4}$ Torr in with a dual stage sorption pump, and the substrate cooled to five different temperatures between 260 K and 297 K. Since the VO$_2$ relaxation can only be due to thermal exchange with the substrate, we expect that lowering the substrate temperature should decrease the relaxation time. The measurements in Fig. 8.9 confirm this prediction. Lowering the temperature by 30 K sped up the relaxation process by roughly a factor of five.

The most dramatic finding is the difference in relaxation times between the two samples. As thermal dissipation is the only mechanism available for the relaxation, there must be a difference between thermal transfer properties in the two samples.
The thermal conductivity of rutile is a factor of three less than sapphire (∼9 vs. 27 Wm\(^{-1}\)K\(^{-1}\)), however we found more than an order of magnitude difference in the relaxation time. We suspect there is a large difference in the interfacial heat transport between the VO\(_2\) and the substrate. This is influenced by the different mismatch of the crystal lattices of the VO\(_2\) and substrate at the interface, causing strain on the VO\(_2\) film. The effect of substrate strain on the other MIT properties is under ongoing investigation [125, 127–129]. Strain also affects the size and shape of the metallic domains that form, which may also affect the relaxation rate. As such, the precise cause of the extended relaxation in VO\(_2\) on rutile is the subject of continuing research. This must be understood in order to tailor the properties of VO\(_2\) thin films for any ultrafast optical switching applications.

Lastly, further investigation is needed to understand the role of substrate structure in relaxation time of an optically-induced MIT in VO\(_2\). The ability to tailor the relaxation time is important for applications such a ultrafast optical switching or temporary circuits, where this time will determine the limit to the switch repetition rate or the persistence time of the circuit. While depositing VO\(_2\) on a rutile substrate reduces the transition temperature and threshold pump power, it also increases the relaxation time. Understanding the mechanism behind this effect may lead to a way to mitigate or alter the delay time.
Conclusions and Outlook

Whispering-gallery mode resonators have unique properties that bring advantages to many different fields. We explored using them for nonlinear optical processes and quantum optics. In particular, we examined second harmonic generation inside a WGMR as a method for generating low-power squeezed light. Though it has lately been less studied for squeezed light than other methods, squeezing via SHG has several advantages. Optical parametric oscillation (OPO) [19–22, 25, 44] has generated the most squeezing [23, 24], however OPO squeezing typically requires more steps than SHG, and produces squeezed vacuum states. Squeezing through second harmonic generation requires a single conversion step, reducing the equipment and complexity, and produces bright, intensity squeezed light, rather than vacuum. Four-wave mixing (FWM) is another process used to produce squeezed light [26–28]. The best squeezing through four-wave mixing has been achieved in atomic vapors, and require frequencies tuned to atomic transitions. This reduces the possible wavelengths. Second harmonic generation is achievable for a large range of wavelengths. However SHG has generally required high pump power to achieve modest conversion efficiency.
We explored using a high-quality factor WGMR cavity to produce bright, intensity squeezed light through SHG with low pump power.

9.1 Summary of results and limitations

We analyzed the quantum fluctuations in the output of a WGMR cavity under conditions of SHG using an input-output model (Sec. 3.4). Squeezing in transmitted pump intensity noise depends on the detection (noise) frequency, quality factor of the WGMR, input pump power, and saturation power (a measure of the SHG conversion). Squeezing is a maximum for low detection frequencies (Figure 3.6), which poses a problem for detection, as technical $1/f$ noise increases at low frequencies. The quality factor ($Q$) of the WGMR has a more dramatic effect. We found that squeezing in the intensity noise of the transmitted pump increases by $\sim 6$ dB with an order of magnitude increase in the quality factor of the cavity (Figure 3.10). With experimental conditions that are possible (detection frequency = 100 kHz, saturation power $W_0 = 3$ mW [43], and input pump power $P_{in} = 0.2$ mW [43]), predicted squeezing ranges from $\sim 3$ dB at $Q = 10^7$ to $> 9$ dB at $Q = 10^8$.

In order to demonstrate this experimentally, we developed procedures to produce high-quality factor, crystalline WGMR disks from nonlinear optical materials (Sec. 4.3). We worked with lithium niobate (LiNbO$_3$) and magnesium oxide-doped lithium niobate (MgO:LiNbO$_3$), and we were able to polish these disks to achieve an absorption-limited quality factor of $Q > 10^8$. We built a mount for our disks to couple a tunable-frequency laser into the whispering-gallery modes through prism coupling (Sec. 4.1). We found that the phase-matching temperature of the 1064 nm-to-532 nm SHG was reduced inside the whispering-gallery modes - to 89°C from 110°C for MgO:LiNbO$_3$. We were able to measure a maximum of 1 % conversion,
with an input pump power of \( \sim 1 \text{ mW} \). This was less than we expected (from previous work [43, 45]), which corresponded to higher saturation powers (\( \sim 4 \text{ W} \) versus \( \sim 3 \text{ mW} \)). We attributed this to imperfect spatial mode-matching, due to the lack of control over the pump-to-second harmonic (pump-SH) mode overlap and phase-matching. The free spectral range of the WGMR contains many modes due to the curvature of the disk. The frequency separation between modes is different for the pump and second harmonic. Thus control of the relative frequency between pump and second harmonic modes is required. We implemented an electro-optic effect-based control using a DC electric field applied across the extraordinary axis of the disk. However, we were still unable to improve our saturation power. Due to the multitude of modes, there are many pairs of pump-SH modes, whose spatial overlap varies. Because the second harmonic modes exist closer to the rim than the pump modes, the \( k \)-vector mismatch varies, and the phase-matching temperature varies (sometimes significantly). To search for efficient SHG through all the mode pairs requires finding the phase-matching temperature and SH mode frequency for such a mode pair simultaneously (since the SH mode is not observable unless both these conditions are met). This makes it experimentally difficult to search for optimal conditions for SHG with no \textit{a priori} knowledge of these values.

To determine if we could observe bright squeezed light, we measured the intensity noise of the transmitted pump field from our WGMR disk (Chapter 6) during second harmonic generation. We found experimentally that while the coupling to the WGMR did not increase the intensity noise, moderately efficient second harmonic generation increased the intensity noise of the pump. We attributed this to unstable second harmonic mode overlap, causing FM-to-AM conversion noise (Sec. 6.5.1). We did observe indications that more efficient SHG coincided with a drop in the excess noise, though not below shot noise (Figures 6.7, 6.9).
Additionally, our noise detection was limited to frequencies above \( \sim 3 \) MHz due to excess laser noise. An intensity noise eater supplied by the manufacturer reduced the intensity noise at low frequencies, but did not reduce it to shot noise. We were also limited by the quantum efficiency of our photodetectors, which was around 85\% for our pump photodiodes, and 80\% for our SH photodiodes, as well as the low-frequency amplifier noise from the operational amplifiers. Due to the combination of low SHG power and low quantum efficiency, we were unable to obtain any significant noise measurements of the transmitted second harmonic.

We were also technically limited by a couple other factors. Our coupling to the WGMR disk was limited to \(< 50\%\) of the incident pump. 100\% coupling is known as impedance-matching or critical coupling, and requires that the incident beam spatially match the cavity’s internal mode at the point of coupling. Whereas at the interface of a two-mirror cavity the mode resembles a gaussian beam, the whispering-gallery modes for a disk are approximate solutions to spherical Bessel functions and spherical harmonics (Sec. 2.3.2), and the coupling at the interface relies on evanescent wave coupling, making mode-matching more difficult [70]. It is possible to achieve close to \( \sim 80\%\) [86].

When we accounted for the low SHG efficiency and high detection frequency in our theoretical calculations, our predicted possible squeezing was reduced from \( \sim 9\) dB for the ideal case to less than 1 dB for our actual parameters. With the quantum efficiency of our photodiodes, a reduction of less than a dB is very difficult to observe.
9.2 Outlook and potential improvements

In order to address our non-optimal phase/mode-matching, the WGMR disks could be engineered to reduce the number of whispering-gallery modes. This would reduce the set of mode pairs, reducing the searchable parameter space. Single-mode WGMRs have been fabricated by creating a small protrusion on the rim of a WGMR disk through diamond-point turning techniques [130]. The reduced size of this region creates single-mode conditions. Alternately, WGMRs have been engineered with a continuum spectrum [131]. Instead of removing extraneous modes, this would ensure a mode is always available, easing the constraint on one parameter. Both of these methods require more careful control over the shape of the WGMR resonator during fabrication.

We were also limited by our mode-matching of the pump to the internal WG modes. Matching the input beam shape to the spatial mode of the cavity would increase the coupling efficiency. This has been accomplished using a GRIN lens [43], and also by coupling with a tapered fiber [130, 132].

In Sec. 3.5.2 squeezing increases at lower detection frequencies. However, laser noise prevented us from detecting squeezing below $\sim 2$ MHz. This could be resolved by using a laser that does not exhibit a relaxation oscillation (Sec. 6.3), which may or may not be realistic for 1064 nm. An alternative solution is to use a more effective noise eater to eliminate the noise from the oscillation.

In principle, the modal overlaps and phase-matching temperatures could be calculated to find the optimal modes and temperatures, following the work of [43]. This would be approximate, as the precise geometry of the disks are not known. An attempt to more carefully measure the curvature of the disk would make the results of the calculations more accurate. As it is possible the optimal tempera-
ture/overlap combination is significantly far from our current operating temperature (89°C, Sec. 5.2), even an approximate prediction would be useful.

With improvements that have already been demonstrated, it is possible to design an experiment that would demonstrate significant intensity squeezing, with very-low input powers (< mW), through second harmonic generation in a whispering-gallery mode resonator.
APPENDIX A

Ultrafast laser system

The Coherent Legend system is designed to produced amplified ultrafast pulses of around 100 fs in pulse length, with more than 1 mJ of energy per pulse. A Ti:Sapphire oscillator (in our case a Coherent Mantis) is pumped by a 5 W, 532 nm CW laser (Millenia) and aligned to produce $\sim 6 \text{ nJ}$, $< 100 \text{ fs}$ pulses at a repetition rate of 80 MHz. In order to produce pulses with a higher energy, a regenerative amplifier is used. This is the center of the Legend system. The schematic of the system is shown in Fig. A.1.

The regenerative amplifier (RGA) consists of a actively controlled cavity with a Ti:Sapphire crystal pumped by a 15 W, 532 nm Q-switched laser (Coherent Evolution). The cavity is controlled by three Pockels cells. These are synced to let a single seed pulse enter, pass through the Ti:Sapphire crystal a set number of times, and then exit. The pulse gets amplified in every pass through the crystal by energy from the 15 W pump. After a few passes, the pulse will then begin losing energy in subsequent passes, and the exit Pockels cell must be set to let the pulse exit before such time.
Amplification of ultrashort (< 1 ps) pulses in this manner would result in damage to the Ti:Sapphire crystal. To avoid this, the seed pump (from the Mantis oscillator) pulses are first stretched (chirped) in time. A grating is used to spread out the frequencies in the pulse (pulse frequency width is ∼ 80 nm) in space, they are made to travel different distances, then recombined by the grating in space. This stretches the pulse in time, reducing the peak intensity to prevent damage in the crystal. Then once the pulses are amplified by the RGA cavity, they are put through the reverse process, and compressed back to a pulse length of 100 fs. Now the pulses have nearly 3 orders of magnitude more energy, 1 mJ compared to 6 nJ. Because the pulses must be allowed to travel multiple passes through the RGA cavity, the repetition rate of the amplified pulses is also reduced (our repetition rate is 1 kHz).

FIG. A.1: Coherent Legend system schematic showing the components and beam path.

Funding for this system was provided through the SRC and VMEC (Dr. R. A. Lukaszew, PI).
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