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Vertex corrections for impurity scattering at a ferromagnetic quantum critical point
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We study the renormalization of a nonmagnetic impurity’s scattering potential due to the presence of a
massless collective spin mode at a ferromagnetic quantum critical point. To this end, we compute the lowest-
order vertex corrections in two- and three-dimensional systems for arbitrary scattering angle and frequency of
the scattered fermions, as well as band curvature. We show that only for backward scattering in D=2 does the
lowest-order vertex correction diverge logarithmically in the zero-frequency limit. In all other cases, the vertex
corrections approach a finite (albeit possibly large) value for w— 0. We demonstrate that vertex corrections are
strongly suppressed with increasing curvature of the fermionic bands. Moreover, we show how the frequency
dependence of vertex corrections varies with the scattering angle. We also discuss the form of higher order
ladder vertex corrections and show that they can be classified according to the zero-frequency limit of the
lowest-order vertex correction. Finally, we suggest that the combined frequency and angular dependence of
vertex corrections might be experimentally observable via a combination of frequency dependent and local
measurements, such as scanning tunneling spectroscopy on ordered impurity structures, or measurements of the

frequency-dependent optical conductivity.
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I. INTRODUCTION

Understanding the complex physical properties of materi-
als near a quantum critical point (QCP) is one of the most
important open problems in condensed-matter physics (for a
recent review, see Ref. 1 and references therein). An impor-
tant piece of this puzzle is the question of how soft collective
fluctuations associated with the proximity of the QCP affect
the scattering potential of nonmagnetic impurities.>> The an-
swer to this question is of great significance for a series of
experimental probes, ranging from measurements of the re-
sidual resistivity*® and optical conductivity to that of the
local density of states (LDOS) near impurities. Indeed, it was
argued by Kim and Millis? that the transport anomalies ob-
served at the metamagnetic transition of Sr;Ru,O; (Refs.
6-8) arise from a diverging renormalization of the impuri-
ties’ scattering potential. Moreover, this renormalization will
be reflected in the spatial and frequency-dependent local den-
sity of states near the impurity, which is directly accessible
via scanning tunneling spectroscopy (STS). A detailed theo-
retical knowledge of the scattering properties of a system
close to QCP is therefore required in order to describe its
experimental signatures.

In this paper we address this issue by studying the renor-
malization of a nonmagnetic impurity’s scattering potential
due to the presence of a massless collective spin mode at a
ferromagnetic QCP (FMQCP). To this end, we compute the
lowest-order vertex corrections in two-dimensional (2D) and
three-dimensional (3D) systems for arbitrary scattering angle
and frequency of the scattered electrons, as well as curvature
of the fermionic band. We limit ourselves to the case of a
vanishing impurity density such that the nature of the QCP is
not altered by the presence of the impurities. Moreover, since
the renormalization of the impurity potential by a collective
mode effectively enlarges the size of the impurity in real
space, the limit of vanishing impurity density also guarantees
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that quantum interference effects between impurities can be
neglected. The interaction of a soft collective spin mode with
the fermionic degrees of freedom in the vicinity of a FMQCP
was studied previously®~!3 (for related work in the context of
gauge theories see Refs. 14-18). At the FMQCP, the same
collective spin mode that renormalizes the impurity’s scatter-
ing potential yields self-energy corrections to the electronic
Green’s functions that render the latter non-Fermi-liquid
(NFL) like.'*!8 In order to investigate how the NFL nature of
the fermions affect the vertex corrections, we contrast them
with those obtained using a Fermi-liquid (FL) form of the
fermionic propagators. It is generally expected that the NFL
nature of the fermionic excitations should reduce the strength
of the vertex corrections, in comparison to the FL case. How-
ever, whether this reduction changes the nature of the vertex
corrections quantitatively or qualitatively is a priori un-
known. We show below that the vertex corrections calculated
using FL and NFL propagators are in general qualitatively
different, leading to different dependencies on frequency
and/or band curvature. This qualitative difference is quite
unexpected and shows that in general the effect of the NFL
character of the fermionic propagators has to be evaluated
carefully. Moreover, the calculation of the vertex corrections
using FL propagators allows us to make contact with earlier
studies of vertex corrections near a FMQCP. In particular,
Miyake and Narikiyo? studied vertex corrections for forward
scattering near a FMQCP in D=3 using a FL form of the
fermionic propagators, whereas Kim and Millis,? using NFL
propagators, investigated the vertex renormalization for
backward scattering in D=2 at zero frequency.

We obtain a number of interesting results. First, we find
that only for backward scattering in D=2 does the lowest-
order vertex correction diverge in the limit of vanishing fre-
quency. This divergence is logarithmic both for the NFL and
the FL case. In all other cases, the vertex corrections ap-
proach a finite (albeit possibly large) value for w— 0, with
the overall scale for vertex corrections being smaller in the
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NFL than in the FL case. This result is in disagreement with
the earlier finding of Miyake and Narikiyo®> who reported a
logarithmic divergence in frequency for forward scattering in
D=3. Second, vertex corrections are in general strongly sup-
pressed with increasing curvature of the fermionic bands. For
backward scattering, this suppression obeys a qualitatively
different functional form in the NFL and FL cases. Third, we
show how the interplay between scattering angle, frequency,
and band curvature determines the strength of the vertex cor-
rections. Fourth, we discuss the form of higher order ladder
vertex corrections and show that they can be classified ac-
cording to the zero-frequency limit of the lowest-order ver-
tex correction. We show that even in those cases where the
latter is finite, summing up an infinite series of ladder vertex
diagrams can lead to a strong enhancement (or divergence)
of the impurity’s scattering potential. The comprehensive re-
sults presented in our paper will allow the computation of
important experimental observables. In particular, STM mea-
surements of the LDOS near impurities have provided im-
portant insight into the physics of conventional and uncon-
ventional superconductors, as well as heavy-fermion
materials. Since the spatial and frequency forms of the im-
purity’s scattering potential enters directly into the calcula-
tion of the LDOS, STM experiments are a primary candidate
for testing the results obtained in our study (in particular,
when more complex impurity arrangements are considered).
In turn, STM experiments would also allow us to character-
ize the critical fluctuations and the fermionic excitations
close to a QCP. Moreover, a complementary experimental
probe for the combined frequency and angular dependence
of vertex corrections are measurements of the frequency-
dependent optical conductivity.

While we consider below a FMQCP with a q=0 ordering
wave vector, the question of whether such a QCP is actually
realized in nature has attracted significant interest over the
last few years. In the standard theoretical approaches'®?"
such a QCP is described by integrating out the electronic
degrees of freedom and deriving a low-energy Landau-
Ginzburg effective action in terms of the order-parameter
field. A number of recent studies?'2* (for reviews see Refs.
23 and 25-27) have shed some doubt on the validity of this
approach since they argued that for a system with an SU(2)
(Heisenberg) spin symmetry, the momentum dependence of
the static spin susceptibility acquires negative nonanalytic
corrections. These corrections could either lead to a first-
order transition in the ferromagnetic state or could give rise
to an incommensurate order with nonzero ordering wave
vector. In contrast, in systems with an Ising spin symmetry,
these corrections are absent, and a (q=0) FMQCP can in
general occur. A candidate system for the latter case is
Sr;Ru,0,,5-% which exhibits a metamagnetic transition.
While this transition is in general first order in nature, it can
be tuned to a critical end point which is located close to
T=0, thus representing a (quasi)quantum critical point. At
the same time, the externally applied field renders the spin
symmetry Ising type. In order to keep the discussion of our
results as general as possible, we explicitly show below how
the spin symmetry of a system, Heisenberg, XY or Ising
type, affects the form of the vertex corrections.

The rest of the paper is organized as follows. In Sec. II we
give a brief derivation of the bosonic and fermionic propa-
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gators at the FMQCP in D=2 and 3. In Sec. III we present
the general expression for the lowest-order vertex correction,
AT, that we employ for our numerical and analytical calcu-
lations. In Secs. IV and V we present the results for vertex
corrections in D=2 and 3, respectively, as a function of scat-
tering angle, frequency, and band curvature. In Sec. VI we
discuss the form of the higher order vertex corrections and
their effects on the renormalized scattering potential. Finally,
in Sec. VII we summarize our findings and discuss their
implications for transport and STS experiments.

II. SPIN SUSCEPTIBILITY AND FERMIONIC SELF
ENERGY

Our starting point is the spin-fermion model (for details,
see, e.g., Refs. 23 and 27) whose Hamiltonian is given by

H= 2 ekcliacko' + 2 X(_)l(q)sqs—q
ko q

+8 2 Clta'TO'O"Ck+q,0" ! Sq’ (1)

k.q,0.0"

where cfw (ck.o) is the fermionic creation (annihilation) op-
erator for an electron with momentum k and spin o, S, are
vector bosonic operators, g is the effective fermion-boson
coupling, 7, are the Pauli matrices, and

=75, 2 2)

is the static propagator describing ferromagnetic fluctuations,
with & being the magnetic correlation length. While, in gen-
eral, xo(q) could be obtained by integrating out the high-
energy fermions (for a more detailed discussion, see Ref.
27), it is commonly used as a phenomenological input for the
model. The above model describes the low-energy excita-
tions of the system (such that |q| < W/vp, where W is on the
order of the fermionic bandwidth and v is the Fermi veloc-
ity) in which the dynamic part of the bosonic propagator is
generated by the interaction with the low-energy fermions.
The full bosonic propagator is thus obtained via the Dyson
equation

X 1(q,iQ,) = x5' (@) - I1(q,i€2,,), 3)

where I1(q,i(},,) is the bosonic self-energy (the polarization
operator) which to lowest order in g is given by (with the
lattice constant a; set to unity)

. 2 d"k .
H(q5lQm) =—8 TE WGO(k»lwn)

XGo(k+q,iw, +i£,,), (4)

where Gy(k,iw,)=(iw,—¢&,)~" is the bare Green’s function
for the fermions, w, (£),,) is the fermionic (bosonic) Matsub-
ara frequency, and D is the dimensionality of the system. In
the remainder of the paper, we set é— o0 and study the form
of vertex corrections for impurity scattering at the FMQCP.

In the limit 7— 0, the polarization bubble can easily be
evaluated (see, for example, Refs. 23 and 27). After expand-
ing the fermionic dispersion as
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FIG. 1. (a) Diagram for the lowest-order self-energy correction.
(b) Example of rainbow diagram. (c) Example of neglected higher
order corrections.

& =~ vp(K)ky + r(k) (kT + k7)), (5)

where vy(k) and r(k) are the local Fermi velocity and band
curvature, respectively, and k; (k) is the component of k
parallel (perpendicular) to the normal of the Fermi surface,
and keeping only terms in G, up to linear order in ¢, one
obtains for an isotropic system (i.e., for constant vy and r) in
D=2

o
11(q,iQ,,) = - 28Ny 55— (6)
0\'9 +(vpg)?

while for D=3 one has

1-i—
2
NolQ2,,,
(q.i0,) =2 ol |ln veg | e
Urq m
-1-i
Urq

where ¢=|q| and Ny=—Im Gy(r,r,w=0)/ is the density of
states of the clean system at the Fermi level. We assume
rq/vp<<1 such that the local curvature r of the fermionic
dispersion leads to only subleading corrections to II, which
can be neglected.?’ In the limit {),,<v ;g we can simplify the
above expressions, and obtain for D=2 from Eq. (6) (Ref.
13)

Qn
I1(q.iQ,,) = - 2¢°Ny—— 10, (8)
Urq
and for D=3 from Eq. (7)
. _ 2 |Qm|
(q.,iQ),,) = = mg"Ny—. )
Urq

In order to simplify the notation, we introduce the Landau
damping parameter N such that for D=2 one has
N=2x0¢>N, while for D=3 one obtains \ = my,g’N,, the
difference being only a numerical factor. At the QCP, the full
spin susceptibility is then given by

Xo
1)

Urq

x(q,i€),) = (10)

Using this form of y, we can now compute the lowest-order

fermionic self-energy correction, 3, shown in Fig. 1(a),

which for T=0 (where the fermionic Matsubara frequency
v,, is now a continuous variable) is given by
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de d l‘ﬂ

S(kiiw,) =18 2 )D+1x(k+p,zwn+wm)Go(p,w )

(11)

with I;=1, 2, or 3 for a system with Ising, XY, or Heisenberg
spin symmetry, respectively. In the limit )\/k12;< 1, typical
bosonic momenta are much bigger than typical fermionic
momenta,?’ and one can decouple the momentum integration
parallel and perpendicular to the normal of the Fermi surface
by setting

X(pl.’pH’iQm) =~ X(pJ.’O’iQm)~ (12)
This yields
d"'p,d
Sthio) =18 | CLSG i+ )
d
X J 2pHGo(PH,lV ). (13)

Using Gy(py,iw,)=1/(iw,—vgp,), one obtains from Eq. (13)
in D=2 (see Refs. 14 and 18)

S(K,iw,) = — iwy | o, sgn(w,), (14)
where
L\ Lo,
wg=——" = —=d’Ep, (15)
O 3\3UmiNy 1243

a=N\/ k%, and Ep=vgkp/2 is the Fermi energy. w, is inter-
preted as the upper frequency scale for quantum critical be-
havior since for w<w, the fermions possess a non-Fermi-
liquid character while for w> w, the Fermi-liquid behavior is
recovered. For D=3, one has

QO
3(q,io,) =—iyw, ln( < ) (16)
|,
with
1.g° A A3
— I8 X0 _ g . Q.= UF (17)
127, C6mk; A

Here, A is a momentum cutoff of order 1/a,, where a is
the lattice constant. In D=3 the upper frequency scale for
quantum critical behavior is given by

wy= Qe 7. (18)

As discussed above, this derivation of the self-energies only
holds in the limit )\/k‘%< 1, implying «<<1 in D=2 and
y<1in D=3.

Finally, we briefly comment on the effect of higher order
self-energy diagrams. It turns out that rainbow diagrams,
such as the one shown in Fig. 1(b), vanish identically as long
as the lowest-order self-energy in Fig. 1(a) (which is an in-
ternal part of all rainbow diagrams) is independent of kj; in
this case the poles of the internal Green’s functions all lie in
the same half of the complex plane. In contrast, crossing
diagrams such as the one shown in Fig. 1(c) provide a renor-
malization of the boson-fermion vertex, g, whose discussion
is beyond the scope of this paper.
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FIG. 2. (a) Bare vertex. (b) Lowest-order correction to the im-
purity scattering vertex due the exchange of soft magnetic fluctua-
tions. Higher order diagrams: (c) ladder and (d) crossed.

III. VERTEX CORRECTIONS FOR SCATTERING OF
NONMAGNETIC IMPURITIES

We next consider the scattering of a single nonmagnetic
impurity located at R. The bare scattering process is de-
scribed by the Hamiltonian Himp=EgUocjr(R)cU(R) with
bare scattering vertex U, and represented by the diagram
shown in Fig. 2(a). The diagrams shown in Figs. 2(b)-2(d)
represent processes involving the soft ferromagnetic mode
that renormalize the impurity’s scattering potential. Note that
these processes lead to a renormalized scattering vertex
which depends on two additional spatial coordinates, r and
r’ as shown in Fig. 2(b), effectively leading to an increase in
the spatial size of the impurity.

We begin by studying the form of the lowest-order vertex
correction, —AI’, shown in Fig. 2(b). Up to second order in g,
the full vertex, U, is then given by

U—U<1+£+-~~) (19)
=U, Ua )

Fourier transformation of AT" into momentum space yields at
7=0

AF(p K,iw )

(2 J —x(q,w —iw,)

XG(p-q-k/2,iv,)G(p-q+Kk/2,iv,)
(20)

with momentum transfer k at the impurity. In order to evalu-
ate AI', we write G in the general form

oy 1
G(k,iv,) = Zin)—e (21)

where Z(iv,,)=iv,, in the Fermi-liquid regime and Z(iv,,)
=iv,,+2(iv,) in the non-Fermi-liquid regime. Here, 2 for
D=2 is given by Eq. (14) and for D=3 by Eq. (16). In what
follows, we study AT for fermions near the Fermi surface
and hence set |p—k/2|~pp and |p+k/2|~ pp. We can then
expand the dispersion entering the Green’s functions in Eq.
(20) in 2D as
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€p—q-ki2 ~ —Upq €Os O+ rq?,

€p-qik2 ~ — Urq cos(0+ @) + rq’, (22)

where ¢ is the scattering angle and @ is the angle between
p—k/2 and q. In 3D, one needs to use the expansion

2
€p—q-k2 ~ —Upq COS O+ 71q",

€p_q+k2 ~ — Upg[cos O cos ¢ +sin @ sin @ cos ]+ rq?,

where ¢ is the azimuthal angle measured from the plane
identified by p—k/2 and p+k/2. With these approximations
and the expression given in Eq. (10) for the bosonic propa-
gator, we obtain in D=2

Ag XO fqn1ttx f q2
UO (277)3 —w,

max q + _| Vﬂl wn|
Uf

2 1
[ )
0 Z(v,,) + vpq cos O—rq
1

X 23
Z(v,) +vpq cos(0+ @) — rq® @3)
while for D=3, one has
alb Sg Xofqm(lx f max q3
Uo @)
I?'IGX q + —| V wn|
! 1
X f d(cos 6) h
_1 Z(v,,) +vpqg cos 0—rq
% 1
Z(v,,) + vpg[cos 6 cos @ +sin @ sin ¢ cos ¢]—rg*
(24)

Here, g,,,, and w,,,, are cutoffs in momentum and frequency
space, respectively. We find that in 2D for sufficiently large
cutoffs our numerical results for Al are independent of the
specific values chosen for ¢,,,, and w,,,, and the specific
relation between them; the values of ¢,,,, and w,,,, given
below satisfy this requirement. In 3D, there is some depen-
dence of AI' on ¢,,,, and w,,,, which we discuss in Sec. V.

All numerical results presented below for AI" in D=2 are
obtained from Eq. (23) with Z(v,,)=iv,, for the FL case and
Z(v,) =ivy+iwy | v, sen(v,,) for the NFL case.”® More-
over, after rescaling all frequencies with w, and all momenta
with go=wy/vp, one finds that the above integral depends
only on the dimensionless quantities a=\/ k% and

3 3
rqo A rNya?, (25)

4= w 4
where N, is the density of states of the clean system.
For the numerical results in D=2 shown below, we use
Gimax=5000g, and w,,,,=5000w,.

Similarly, the numerical results for A" in D=3 are ob-
tained from Eq. (24) with Z(v,,)=iv,, for the FL case and
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Z(v,)) =iv,,+iyv,, In(1+Q,./|v,|) for the NFL case. After res-
caling of momentum and frequency, the integral in Eq. (24)
depends only on the dimensionless quantities vy and r;, where
the latter in D=3 is given by

T A 36—1/7
rdz—rNo - . (26)
Y

For D=3 the values for ¢,,,, and w,,,, employed in the nu-
merical evaluation of Eq. (24) are specified individually for
the case considered.

For forward (¢=0) and backward (¢=1r) scattering we
complement our numerical results with a detailed analytical
study. In order to obtain some closed analytical expressions
for AT, it is necessary to use two approximations. First, em-
ploying the same momentum decoupling [see Eq. (12)] as
was used for the calculation of the fermionic self-energy, one
obtains from Eq. (20)

Al
Uo =— (277)D+1 dv dqL x(q ,iv, —io,)

1
X f dq - N =
e Ziv,) = veg - rqh Z(iv,) F vegy - g’
(27)

where in the last line, the terms —v g, and +v g, correspond
to forward and backward scattering, respectively. Thus, our
analytical results do not contain any contributions from the
branch cut in . However, as we find from a detailed com-
parison of our numerical and analytical results, these contri-
butions are negligible. Second, we eliminate the external fre-
quency in the integrand and reintroduce it as a lower cutoff
in the frequency integration. This approximation yields very
good quantitative agreement between analytical and numeri-
cal results for the (physical) NFL case. For the FL case, this
approximation leads to the same scaling in the numerical and
analytical form of AI' on frequency, scattering angle and
frequency, but introduces an overall numerical prefactor
which is slightly different for both cases, as discussed below.
Equation (27) is the starting point for the analytical results
presented below, as shown in detail in Appendix.

Finally, we note that the limit of elastic scattering off a
nonmagnetic impurity considered here, where the frequency
transfer due to scattering off the impurity is identically zero,
but the transferred momentum is nonzero, is not the one in
which Ward identities are valid. Since these identities are
derived from conservation laws, they are only valid in the
opposite limit of nonzero transferred frequency and zero
transferred momentum.?’-2° Thus, Ward identities cannot be
used for the calculation of vertex corrections in the case of
elastic impurity scattering.

IV. VERTEX CORRECTIONS IN D=2

In this section we discuss the frequency and angular de-
pendence of AT" in D=2 for both the FL. and NFL cases. For
the numerical results presented in this section, we use for
definiteness a=0.1 and /,=3.
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FIG. 3. (Color online) Vertex corrections for forward scattering
in D=2 in the FL and NFL cases for several values of the curvature
r.

A. Forward scattering

In Fig. 3 we present the numerical results obtained from
Eq. (23) for forward scattering (¢=0) in the NFL and FL
cases for different values of the curvature, r. We find that
in both cases, AI' approaches a finite value in the limit
w,— 0, consistent with the findings by Rech et al.?’ and is
almost frequency independent up to a frequency of order
O(wy) where it exhibits a weak maximum before rapidly
decreasing at larger frequencies. Moreover, A" exhibits a
very similar functional form for the NFL and FL cases with
only a small quantitative difference in the overall scale. Note
that in both cases, AI' varies only weakly with curvature r.

B. Backward scattering

We begin by discussing the FL case, for which the ana-
lytical derivation of AT, starting from Eq. (27), is presented
in Appendix. Since the final expression for AI' given in
Eq. (A10) is rather cumbersome, we fill focus here on two
limiting cases. In the low-frequency limit w,<w,, the
asymptotic behavior of AT is given by

ar_ iL1n(&) —0(w'?) (28)
UO 16T Nor \ wy

while for w,> w,, one obtains

Al _ <&>_]/3 _ \/EZ—W(&)_UZ_ 0|:1n(wn):|
U, ) 2 g 1)

(29)

with
I=————". (30)

Here, w,=z 2wy~ 1’ is the crossover frequency between the
high- and low-frequency limits which strongly varies with
the curvature of the Fermi surface. In the low-frequency
limit, AT" exhibits a logarithmic divergence whose prefactor
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FIG. 4. (Color online) Backward scattering in 2D for the FL
case: (a) AT/ Uy, (b) (AT'/Upy)/|In(w,/ wp)|, and (c) log-log plot of
AT/U, with fits to (w,/wy)™"> (dotted line) and (w,/wy) "
(dashed line).

depends inversely on the local curvature, r. In contrast, in the
high-frequency limit, the leading-order frequency depen-
dence of AT is algebraic with an r-independent prefactor.
In Fig. 4(a), we present the frequency dependence of AI'
for the FL case and backward scattering obtained numeri-
cally from Eq. (23) for different values of curvature r. In
agreement with the analytical results in Eq. (28), we find that
AT' diverges in the limit w,— 0 and that its overall scale
decreases with increasing r. In order to extract the functional
dependence of AT in the low-frequency limit, we plot in Fig.
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4(b) the ratio R=(AT'/Uy)/|In(w,/ wy)|. For rNy=1 and 0.1,
this ratio is constant in the low-frequency limit, implying a
logarithmically diverging AT, in agreement with Eq. (28).
For rNy=0.01, R still possesses a substantial frequency de-
pendence at low frequencies, however, its second derivative,
d’R/d In*(w), is negative, suggesting that R approaches a
constant value for w,—0. However, for rNy=0.001 and
0.0001, we find that R strongly increases with decreasing w,
up to the smallest frequencies that we can access numeri-
cally. The problem in establishing a logarithmic divergence
of AT" for small values of rN, arises from the fact that this
divergence emerges only in the limit 0 <, ~ r*w,. Since o,
decreases strongly with decreasing curvature r, it becomes
increasingly difficult to identify the logarithmic divergence
over the numerically accessible frequency range. For ex-
ample, for rNy=0.0001, one has w,=3.82X 1070w, so that
to reliably study the scaling of AT as a function of w, below
w, requires the numerical calculation of AI' at frequencies
much smaller than the ones we can consider. The approach to
a logarithmic divergence at low frequencies, however, can be
seen by considering a log-log plot of AT, as shown in Fig.
4(c). For rNy=0.0001 we find that at larger frequencies
o,/ wy=1073, AI' scales approximately as w;” 3 while
in the low-frequency range 107°<w,/w,=<10"*, we have
AT ~ w; " [see straight lines in Fig. 4(c)]. The decrease in
the exponent of the algebraic dependence with decreasing
frequency suggests that AI" eventually crosses over to a loga-
rithmic form in the limit w,— 0.

In the high-frequency limit, ®,> w,, the leading fre-
quency dependence is given by AI'~w, ' [see Eq. (29)].
There are two reasons why this behavior is not necessarily
observed in the numerical results shown in Fig. 4(c). First,
AT ~ w;” 3 holds only for the case of an infinitely large fer-
mionic band. In contrast, for the numerical evaluation of AT,
it is necessary to introduce a finite cutoff in the frequency
(w,,,;) and momentum (g,,,) integration (with w,,,,
=Upqa) Which establishes a finite fermionic bandwidth (we
set @,,,,=5000w, for the results shown in Fig. 4). Once w,
exceeds w,,,, A" decrease more rapidly than w;” 3. In order
to further demonstrate the dependence of AI' on the w,,,,
we present in Fig. 5 the frequency dependence of AI" for
rNy=0.001 and several values of w,,,,. As ,,, increases,
AT decreases slower and extends its w,'" behavior toward
higher frequencies, as expected from the above discussion.
Second, in order to observe Al' ~ w;” 3, it is necessary for the
subleading " term [see Eq. (29)] to be negligible in com-
parison to the leading w;” 3 term. We find that the frequency,
above which the subleading term is negligible, can be much
larger than w,,,,. To quantify this result, consider the fre-
quency wg=(3/8z)°B%w, such that for w,> wg, the ratio of
the subleading to leading frequency term in AI" is smaller
than B. Since, z~ 1/r, one immediately finds that for values
of rN; of order O(1), wg exceeds ®,,,, even for small values
of B. This explains why for values of the curvature such as
rNo=1 or rNy=0.1 [see Fig. 4(c)], AT ~w,"” is only ob-
served as a crossover behavior between the low-frequency
logarithmic divergence and the more rapid decrease at high
frequencies. As rN, decreases, the frequency range over
which AT ~ @' is observed increase because both w, and
wg decrease while w,,,, remains unchanged.
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FIG. 5. (Color online) AT'/ U, in the FL case for backward scat-
tering in D=2 and several values of the frequency cutoff, w,,,,
=0 pGmax together with a fit to AT ~ '3

n °

For the NFL case, the derivation of AI" is presented in
Appendix. For w,<w, one obtains [see Eq. (A6)]

Al = G(r)1n<@). (1)

Wy,

where the full form of G(r) is given in Eq. (A7) [the loga-
rithmic frequency dependence is similar to the one obtained
in the context of a U(1) gauge theory'®]. In the NFL case,
there exists no crossover scale (such as w, in the FL case) to
an algebraic dependence of A" below w,. However, since
the upper bound for NFL behavior in the fermionic propaga-
tor is set by wy, one finds that for w,> w,, AI" exhibits the
same frequency dependence as was obtained for the FL case
[see Eq. (29)]. Hence, in the NFL case, the crossover scale
from a logarithmic to an algebraic dependence of AT is set
by the larger one of wy and w,.

In Fig. 6(a), we present the frequency dependence of AI'
for backward scattering (¢=1r) as obtained numerically from
Eq. (23) for the NFL case and different values of curvature r.
In agreement with our analytical results in Eq. (31) we find
that AI" diverges logarithmically for w, — 0. This conclusion
is supported by Fig. 6(b), where we again plot the ratio
(AT'/Uy)/|In(w,/ wy)| which approaches a constant value for
w,—0.

In Fig. 7 we present the prefactors of the logarithmic fre-
quency dependence for the NFL and FL cases, G(r) and
F(r)=3/(167rN,), respectively, as a function of curvature. A
comparison of G(r) in the physically most relevant NFL case
with the prefactors extracted from the numerical results via
fitting yields an excellent quantitative agreement up to the
third significant digit for all values of » we considered. In the
FL case the prefactor obtained numerically is 3/2 times larger
than the analytical one, F(r) (for those values of rN, where
we can identify a logarithmic frequency dependence at the
smallest numerically accessible frequencies). This quantita-
tive difference arises from the analytical approximation in
which we have eliminated the external frequency from the
integrand and have reintroduced it as a lower frequency cut-
off. This can be easily checked by applying the same ap-
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FIG. 6. (Color online) Backward scattering in D=2 for the NFL
case: (a) AT’/ U, and (b) (AT'/Up)/[In(w,/ wy)|.

proximation to the numerical evaluation of Eq. (23). This
procedure then yields the same prefactor, F(r), as in the ana-
lytical calculations. We want to stress, however, both analyti-
cal and numerical results for AI" show the same scaling on
band curvature, scattering angle, and frequency, and that the
approximation discussed above only leads to a small differ-
ence in the overall prefactor of AT'.

Figure 7 shows that both in the FL and NFL cases, the
overall scale of the logarithmic divergence, rapidly decreases
with increasing r. Since for all r, F(r)>G(r), we conclude
that the inclusion of the fermionic self-energy [see Eq. (14)]
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FIG. 7. (Color online) G(r) and F(r) as a function of rNj,.
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FIG. 8. (Color online) AI'/ U, for w,=2X 10~y as a function
of the scattering angle, ¢, for the NFL and FL cases in D=2 and
several values of r.

which renders the fermionic Green’s function non-Fermi-
liquidlike, leads to a suppression of the overall scale of the
vertex correction, AI". This conclusion is also supported by
the comparison of our numerical results for the FL case in
Fig. 4(a) with those of the NFL case in Fig. 6(a). Moreover,
in the limit of vanishing curvature, r—0, one has
G(r)—?2/3. Hence, the prefactor of the log divergence is
finite, in qualitative contrast to the FL case where F(r) di-
verges as ~r !, In the opposite limit, r— <, one finds to
leading order G(r)=3/(167rN,) and hence G(r) approaches
F(r) asymptotically.

C. Angular dependence of AI"

In Fig. 8, we present A" for w,=2X 10w, as a function
of the scattering angle, ¢ in the FL and NFL cases. In both
cases, AI" increases monotonically with increasing ¢. More-
over, AT is practically frequency independent up to frequen-
cies of order w, over a wide range of scattering angles (not
shown). Only in the immediate vicinity of backward scatter-
ing (¢=~m) does the frequency form of AI' depend very
sensitively on the scattering angle ¢, as we discuss next.

In order to gain analytical insight into the form of AI" in
the vicinity of backward scattering, we consider the case
r=0 for which a full analytical expression of AI' can be
obtained (the derivation is similar to the one discussed in
Appendix). We begin by discussing the FL case, where in the
low-frequency limit, w,— 0, one obtains

Al' 37 |«
—=—1/— (32)
Uy 4 V¢

with ¢=m— ¢ such that ¢=0 corresponds to backward scat-
tering. In the high-frequency limit, w,> w];L, we have

-1/3
ar_ 2<3> / (33)

wo

with the crossover scale being set by
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~ 2¢ 32
w‘;L=z3’2wo=<5> w0, (34)

which decreases with ¢. We thus find that a nonzero angle ¢
eliminates the low-frequency logarithmic divergence of AT’
[see Eq. (28)] and leads to a constant value of AI' for
w,— 0. In contrast, the high-frequency form of AI' remains
unchanged from that for backward scattering (¢=0) shown
in Eq. (29).

In Figs. 9(a) and 9(b) we present the frequency depen-
dence of AT for the FL case, as obtained from the numerical
evaluation of Eq. (23), for several values of ¢ and curvature
r. For comparison, we have also included the results for
backward scattering, corresponding to ¢=0. In agreement
with the analytical results presented above, we find that the
logarithmic divergence is eliminated by a nonzero ¢ and that
AT approaches a constant value for w,— 0. In addition, for
frequencies above some crossover scale, AI" for ¢»# 0 exhib-
its the same frequency dependence as that for ¢=0, as ex-
pected from Eq. (33). It is, in general, difficult to estimate a
quantitative value for the crossover scale from the numerical
data presented in Figs. 9(a) and 9(b), and to compare them
directly with the analytically obtained result. However, tak-
ing, for example, the maxima in AI' as a measure of the
crossover scale, we find that they scale as ~¢*?, in agree-
ment with the analytical result given in Eq. (34). Finally, in
Fig. 9(c) we present AI' for vanishing frequency (w,
=10""w,) and small rN,=0.0001, as a function of deviation
from backward scattering, ¢. A fit of the numerical results
yields AT'/Uy=2.3Va/ ¢ (a=0.1). We find that AT scales as
1/\¢ [see dotted line in Fig. 9(c)], in agreement with the
analytical result presented in Eq. (32). The prefactor of the
1/\¢ behavior obtained numerically is about 2% smaller
than that found analytically. We thus conclude that the nu-
merical and analytical results for AT" are in very good quan-
titative agreement.

We next turn to the NFL case, where one obtains for
z>1 and in the limit w,,—0

£=2 ln<3—a), (35)

in qualitative agreement with the result obtained by Kim

and Millis> In the intermediate frequency regime,
0, < w, <y, one has to leading order
Al 2 [w,
—=—In|— . (36)
UO 3 (Oh)
Here, the crossover scale is set by
2¢>3
NFL
wy, =\ w. 37
o (2., o

For w,> wy, Al again takes the FL form given in Eq. (29).
Similar to the FL case, we find that a nonzero ¢ eliminates
the logarithmic divergence for w,— 0. In addition, there ex-
ists an intermediate frequency range (ng L<w,<wp) in
which AT exhibits a logarithmic frequency dependence, in
contrast to the FL case. Note that it was argued in Ref. 3 that
the logarithmic dependence of A" on ¢ is responsible for the
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FIG. 9. (Color online) AT'/U, in D=2 as a function of w, for
the FL case and several values of ¢: (a) rNy=0.1 and (b) rN,
=0.001. (c) AT'/U, as a function of ¢ for rNy=0.0001 and w,
= 10_130)0.

I |

anomalies observed in the residual resistivity of Sr;Ru,0 at
the metamagnetic transition.

In Figs. 10(a) and 10(b) we present the frequency depen-
dence of AT for the NFL case obtained from the numerical
evaluation of Eq. (23), for several values of ¢ and r. In
agreement with our analytical results we find that for non-
zero ¢, Al saturates to a finite value in the limit w,— 0 and
that the crossover scale (below which AI' becomes approxi-
mately constant) increases with ¢. Above the crossover
scale, the form of AI' for backward scattering (¢=0) and

PHYSICAL REVIEW B 81, 054443 (2010)

=

N\ -0
9 =0.00] (@) N, =01
o ‘F 3
D B = E
-~ r |
—~ 3E 3
<k ]
2 3
oF | [ [ [ [ —
108 10 0.0001 0.01 1 100 10000
(Dn/(DO
14 T T o o
2 ¢=0 rN, = 0.001 ]
10—
o |
=
| $=0001
< L
4
Ll
L $=0.
ol
1‘0';3“””” 1\(]Jﬁuuuu 0.0‘00\1\\\\\\\\ 0‘01‘ I \1 L 1(\)()\ T 5000
OJn/O)()
161 (c) 1
I — rNO =0.0001 il
N e i
o | ]
S | l
~ - 4
= L ]
< °[ ]
L i
L 0n=10"wg ]
5 L “‘6_‘(‘]‘()[)1‘ L HH()‘_‘(‘)(]] L uu(\]w.\m L \H‘u(\)\.l L \Hml

¢

FIG. 10. (Color online) AT'/U, in D=2 as a function of w, for
the NFL case and several values of ¢: (a) rNy=0.1 and (b) rN,
=0.001. (c) AT'/U, as a function of ¢ for rNy=0.0001 and w,
=10"Bwy.

away from backward scattering (¢ # 0) are practically iden-
tical. For small values of rN, and in the limit ¢— 0, we find
that AI" scales as ~In ¢ [see dotted line in Fig. 10(c)], in
agreement with the analytical result presented in Eq. (35).
The prefactor of the logarithmic dependence obtained nu-
merically is approximately 2% smaller than that found ana-
lytically. Thus we can again conclude that the numerical and
analytical results show very good quantitative agreement.
Moreover, a comparison of Figs. 9 and 10 confirms two im-
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portant analytical results. First, the limiting value of AT" for
,—0 is smaller in the NFL than in the FL case [see Egs.
(32) and (35)]. Second, for a given ¢, the crossover scale is
smaller for the NFL case than it is for the FL case, i.e.,
wzFL< wg‘. By comparing the result for ¢»=0.001 in Figs.
9(a) and 9(b) [and similarly, in Figs. 10(a) and 10(b)] we
note that in both cases the crossover scale moves to lower
frequencies with increasing r.

V. VERTEX CORRECTIONS IN D=3

Since the higher dimensionality leads to a weaker devia-
tion of the fermionic propagator from Fermi-liquid behavior
in D=3 than in D=2 (see Sec. II), we expect a concurrent
weaker renormalization of the scattering amplitude in D=3
as well. For the numerical results presented below, we set
y=0.1 and I,=3, and give rN, in units of [{(;-)*]"" while
Gmax and ®,,,, are given in units of gyye"” and wqye'”,
respectively.

A. Forward scattering

The frequency dependence of AI" for forward scattering,
obtained from the numerical evaluation of Eq. (24) is shown
in Figs. 11(a) and 11(b), for the FL and NFL cases, respec-
tively (similar to our results in D=2, we note that the non-
zero contribution to AI" for forward scattering obtained from
the numerical evaluation arises from the branch cut in y and
the finite cutoff in the momentum integration). In both cases,
AT is practically frequency independent for frequencies be-
low w, and hence approaches a constant value in the limit
w,— 0. We note, however, that the overall scale of Al in-
creases with decreasing r, up to a value, r,, below which AT’
becomes independent of r [for example, AI" for rNy=0.01
and 0.001 are practically indistinguishable in Figs. 11(a) and
11(b)]. We find from an analytical analysis of Eq. (24) that
r:No=1/q,,qar» Where gq,,,, is the upper cutoff in the momen-
tum integration of Eq. (24). This result is in agreement with
our numerical analysis which is summarized in Fig. 12
where we present AI" at w,=2 X 10w, as a function of rN,
for several g,,,,. As follows from Figs. 12(a) and 12(b), one
has AT’ ~In(#) down to r. below which AI" becomes inde-
pendent of r. In order to investigate whether the functional
form of the frequency dependence of AI' changes between
r<r.and r>r., we present in Fig. 12(c) Al as a function of
frequency for rNy=0.0001 and different values of g,,,,. For
Gmax=100, one has r<r, while r>r, for g,,,,=10°. We find
not only that the functional form of AI' is practically inde-
pendent of whether r is smaller or larger than r, but also that
the crossover frequency below which AT" becomes frequency
independent does not change with r or g,,,,. This result is in
apparent contradiction to the findings of Miyake and
Narikiyo? who argued that in the FL case, AT diverges loga-
rithmically for w, — 0. At present, the origin for this discrep-
ancy is unclear. Our result, however, is consistent with the
finding that in D=2, AT also approaches a finite value for
w, — 0 since, in general, one would expect that with increas-
ing dimensionality of the system, fluctuation corrections be-
come weaker and that as a result, the functional dependence
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FIG. 11. (Color online) Frequency dependence of AI'/Uj in
D=3 for forward scattering and several values of rN: (a) the FL.
case and (b) the NFL case (with ®,,,,=¢,4c=100).

of AI' on w, should not become stronger in the low-
frequency limit.
B. Backward scattering

In order to gain analytical insight into the functional form
of AT" for backward scattering in D=3, we again start from
Eq. (27). In the FL case and in the limit w,— 0, one finds to
leading order

Iy 2/3
AT V2 , 2 w,
—=9ﬂ27[L(x)—W N "Lk 2/%<_) :|’
Uy 3p wy  3V3p 7\ wy

(38)

where p=\r3/ ((vp)?wp), x=(p~ g/ @), ©,,4, is the up-
per cutoff in frequency, and L(x) is a universal function of
the upper cutoff, which scales as L(x)=~In?*(x)/(2m) for
x—, i.e., r—0. In the NFL case we obtain to leading order

=
Al" 3 20
—:—{L(x)—”w <&>1n<ﬂ)] (39)
U, 2 p Wy w,

with L(x) given above. Thus, the zero-frequency limit of AT’

for both the FL. and NFL cases is finite, though it diverges
with vanishing curvature r as AT ~In?(r).
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In Figs. 13 and 14 we present AI" in the FL and NFL
cases, respectively, for backward scattering (¢=1r), as ob-
tained from the numerical evaluation of Eq. (24). In agree-
ment with the analytical results, we find that in both cases,
AT approaches a constant value as w,— 0, in contrast to the
logarithmic divergence found in D=2. Moreover, our nu-
merical results show that AI" at the lowest frequency scales
as ~In?(r) [in contrast to ~In(r) for forward scattering] and
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FIG. 13. (Color online) AT'/ Uy in D=3 for backward scattering
in the FL case for different values of rN,: (a) linear-log plot and (b)
same results as in (a) but on a linear-linear plot. We set @,
=qmax=10.

that thﬂeading frequency correction in the FL case is given
by ~Vw,, in agreement with our analytical findings.

C. Angular dependence of AT

In Fig. 15, we present AI" for w,=2X 10w, as a func-
tion of scattering angle ¢ in the FL and NFL cases for sev-
eral values of r. Similar to the case in D=2, we find that AT’
is practically frequency independent up to frequencies of or-
der w, over a wide range of scattering angles. Only in the
immediate vicinity of backward scattering (¢ = 7) does the
frequency dependence of AI" depend very sensitively on the
scattering angle ¢. A comparison of Fig. 8 with Fig. 15 show
that the dependence of AI' on curvature r is significantly
stronger in D=3 than it is in D=2.

VI. HIGHER ORDER VERTEX CORRECTIONS

We next discuss the form of higher order vertex correc-
tions, such as the one shown in Fig. 2(c). It turns out that the
low-frequency form of the higher order vertex corrections is
entirely determined by that of the lowest-order vertex correc-
tion, ATW=AT discussed in the previous sections. In what
follows, we consider the case of vanishing curvature, where
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the segments between wavy lines of the higher order (ladder)
vertex corrections decouple, an analytical expression for the
diagram can be obtained, and the infinite series of ladder
vertex corrections can be summed up. Note that in this limit,
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FIG. 15. (Color online) AT’/ U, for w,=2 X 10wy as a function
of scattering angle ¢ in D=3 for the NFL and FL cases and several
values of rNy. We set @,,4,=Gpmax=10*.
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r—0, the lowest-order vertex corrections are the most sin-
gular, such that the summation of higher order vertex dia-
grams will lead to the most singular full vertex.

To demonstrate this, we first consider the case of back-
ward scattering in D=2 for the NFL case, where in the low-
frequency limit, we found for the lowest-order vertex correc-
tion ATW=AT'=2/3 In(wy/w,) [see Eq. (31) for r=0]. It
then immediately follows that the leading frequency depen-
dence of the m'th order vertex correction in the limit
w,— 0 is given by

112 wy\ |
AT )=—‘{§1n(—0>} . (40)

m! w,

Summing up the entire series of ladder vertex corrections
(including the bare vertex) yields for the renormalized scat-
tering vertex for backward scattering

-2/3
w
U= U()(—") . (41)
@
Performing the analytical continuation to real frequencies,
one obtains

-2/3
U= Uo(ﬂ) i3 (42)
o
where the choice of the branch in the complex plane (o
=) is determined by requirement that the LDOS, renormal-
ized by the scattering off the impurity, be positive. For a
particle-hole symmetric band structure, we find that this re-
quirement is met by using o=-sgn(U,). We thus find an
algebraic frequency divergence of the full vertex in the low-
frequency limit, similar to the result obtained by Altshuler et
al.' in the context of a U(1) gauge theory. For zero fre-
quency, it was shown by Kim and Millis? that the same sum-
mation of ladder diagrams in D=2 for the NFL case leads to
similar algebraic dependence of AI' on the deviation from
backward scattering, ¢.

As a second example for the form of the higher order
ladder diagrams, we consider the case where the lowest-
order vertex correction, ATV, approaches a constant value in
the limit w,—0, i.e., ATV/Uy=A. In the same limit, the
m'th order vertex correction is given by

AT
Uo

=A™, (43)

Summing up the entire series of ladder vertex corrections
(including the bare vertex) yields for the renormalized scat-
tering vertex for backward scattering

1

U= U01 e (44)
As a result, we find that even for those cases where the
lowest-order vertex correction does not diverge in the limit
w,— 0, the full scattering vertex can be enhanced or even
diverge, depending on the zero-frequency limit of AI'"). Fi-
nally, note that the (crossing) vertex correction diagrams of
the type shown in Fig. 2(d) do in general not lead to any
qualitative modifications of the results presented in Egs. (42)
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TABLE 1. Summary of the leading frequency dependence of AI' for backward scattering in the limit
w,— 0. All quantities are defined in the main text. The function G is given by Eq. (A7) and shown in Fig. 7.
As stated in the text, after Eq. (38), F(x) is a universal function, which scales as F(x)=~In?(x)/(2) for x
— o, where x=r‘1(v,2va/ A\?)!3. For forward scattering we find that both in D=2 and 3 the lowest-order
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vertex corrections do not diverge as w,— 0.

Fermi liquid

Non-Fermi liquid

AT 3 1o
= In(Z?)
2

v

8L 9y F(x)- 12 2]

7 =GInG

A" 27 w, w
To=alF@ - GG

and (44).3 In particular, it was shown in Ref. 18 that the
crossed diagrams do not affect the power-law nature of the
full vertex corrections and that they will in general only in-
crease the exponent of the power-law rendering the full ver-
tex more singular in the low-frequency limit.

VII. CONCLUSIONS

In summary, we have studied the renormalization of a
nonmagnetic impurity’s scattering potential due to the pres-
ence of a massless collective spin mode at a ferromagnetic
quantum critical point. For the case of a single, isolated im-
purity (corresponding to the limit of a vanishing impurity
density), we computed the lowest-order vertex corrections in
two- and three-dimensional systems for arbitrary scattering
angle, frequency, and curvature. We showed that only for
backward scattering, o=, in D=2 does the lowest-order
vertex correction diverge logarithmically in the limit
w,—0 (a summary of these results is shown in Table I). A
similar result (for the NFL case) was obtained in the context
of a U(1) gauge theory by Altshuler et al.'® For ¢+ 7 in
D=2 and for all ¢ in D=3, we find that the vertex correc-
tions both for the NFL and FL cases approach a finite (albeit
possibly large) value in the low-frequency limit. In particu-
lar, in the vicinity of backward scattering in D=2, we find
that the logarithmic frequency divergence in Al is cut by a
nonzero deviation from backward scattering, ¢, with AT’
~ 1/ ¢ for the FL case and A" ~In(¢) in the NFL case. The
latter result is in qualitative agreement with that obtained by
Kim and Millis.> Moreover, for the NFL case and forward
scattering in D=2, our finding of a finite A" in the limit
o, — 0 agrees with that by Rech et al.”’ However, our results
are in disagreement with those of Miyake and Narikiyo? who
for the FL case reported a logarithmic divergence in fre-
quency of AT for forward scattering in D=3. The origin of
this discrepancy is presently unclear.

We also showed that the overall scale of vertex correc-
tions is weaker in the NFL than in the FL case, implying that
the NFL nature of the fermionic degrees of freedom reduces
the strength of the vertex corrections. While such a reduction
is expected on general grounds, its particular qualitative or
quantitative form were a priori not known. In particular, as
shown in Table I, we find that for backward scattering in 2D
the vertex corrections obtained using NFL and FL propaga-
tors show the same frequency dependence for w,— 0 but
possess a qualitatively different scaling with the band curva-
ture. On the other hand in 3D, for backward scattering, the

vertex corrections calculated using the NFL and FL propaga-
tors exhibit a qualitatively different dependence on w, for
w,— 0. The different way in which the NFL nature of the
fermionic excitations affects the vertex corrections in 2D and
3D is an important and unexpected result.

Furthermore, we demonstrated that vertex corrections for
backward scattering are strongly suppressed with increasing
curvature of the fermionic bands and that the qualitative na-
ture of this suppression is different in the NFL and FL cases.
Moreover, A" exhibits in general a stronger dependence on r
in D=3 than in D=2. In particular, for forward scattering, we
find that in D=2, AT in the low-frequency limit is practically
independent of the curvature, r, but that in D=3, AI" depends
logarithmically on r down to r.Ny=1/q,,,. below which it
becomes independent of r. We explicitly computed the full
angular dependence of the vertex corrections and showed
that they vary only weakly over a large range of scattering
angles and frequencies but are strongly enhanced in the vi-
cinity of backward scattering. Finally, we considered higher
order ladder vertex corrections and showed that their zero-
frequency limit, for »— 0, is solely determined by that of the
lowest-order vertex correction. As a result, it is possible to
sum an infinite series of ladder diagrams. We showed that for
backward scattering in D=2, this summation changes the
logarithmic frequency dependence of the lowest-order vertex
correction into an algebraic frequency dependence of the
fully renormalized scattering vertex. For zero frequency, it
was shown by Kim and Millis® that a summation of ladder
diagrams in D=2 for the NFL case leads to similar algebraic
dependence of AI" on the deviation from backward scatter-
ing.

The question naturally arises whether the combined angu-
lar and frequency dependence of the vertex corrections dis-
cussed above are experimentally measurable, for example,
via a combination of frequency dependent and local mea-
surements. For instance, by using several impurities in a
well-defined spatial geometry (which could predominantly
probe vertex corrections for certain scattering angles), scan-
ning tunneling spectroscopy experiments could provide in-
sight into the combined angular and frequency dependence
of vertex corrections via measurements of the local density
of states. Moreover, since the resistivity of a material is pre-
dominantly determined by backscattering, the frequency de-
pendence of A" for backscattering might be experimentally
detectable in the optical conductivity.’ A theoretical investi-
gation of these questions is reserved for future studies. We
note, however, that the combination of theoretical and ex-
perimental results on the form of the LDOS and the optical
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conductivity will provide important insight into the nature of
vertex corrections, in particular, and into the interplay of
quantum fluctuations and disorder in general.
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APPENDIX: DERIVATION OF AI' IN D=2 FOR
BACKWARD SCATTERING

The analytical derivation of Al starts from Eq. (27). Per-
forming the integration over ¢ yields

AT 3¢?
S0 st (0,
U  Qmor) . ) ) )\|w -

q;+
UF|QL|

1
X 2 . )
Y(|v]) +irq sign(v)

where Y(||)=|v| for the FL case and Y(|v|)=|v|+wy>|v*?
for the NFL case. A closed explicit form for the scalings of
AT with respect to the parameters entering the problem can
be obtained by eliminating the frequency w, from the inte-
grand and reintroducing it as a lower cutoff in the frequency
integration. We explicitly checked (analytically and numeri-
cally) that the resulting leading-order frequency dependence
of AT as discussed above is the same in both methods. We
then obtain (dropping the subscript of ¢ )

AT 12¢%x0 7 * q Y(|v))
BT g 4 T
Uy 2m* vl Jo q3+)\_vY(|V|)+rq

(A1)

(A2)
Rescaling momenta and frequencies as
L@ g w5 Y
d=—; §=—"; qo=—13 Y=— (A3)
o 90 UF o
one obtains
AL 12 XOWJQA f Y(|v)
U (@m’ g +B VY2(|V|)+f2q4’
(Ad)
where
2
B=-a; i=rN0 (A5)
3 [O%)

We next consider the NFL case. Since the upper frequency
cutoff for NFL behavior is set by w,, we can introduce w, as
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a high-frequency cutoff in the frequency integration and use
the approximation Y(|v|)=wg?|v/*® which is valid for
w, < w, (for w,> w, the fermionic propagator is FL like and
AT takes the FL form discussed below). We then obtain to
leading order in w,/ g

5]
AT(w,) = G(z)ln(—o) : (A6)
wl‘l
where z is given in Eq. (30) and
I
\r'3 Z 8 —
G(z)=— 1+ —=z(z" - 1) +222(1 - 2°
@)= 1+26{ 3\/§Z(Z )+ 2275 (1 - 2%)
2
—z’ In z}. (A7)
In contrast, for the FL case, the integration of § in Eq.
(A4) yields
3 1 (7 P
AT(0,)= j »™ ()
167TN0r y
where y=z3# and
P(y) = 1 1+ 8 —y1B3(y*3 1) + V,Eyuz(] —y)
e N
1
+—ylIn y} . (A9)
9
Performing the final integral over y, one obtains
Al'(w,) = I —R(y,), (A10)
T e Ny "
where
. 1 2
R(y,)=im—Iny,+ Eln(l +y;)—2arctany, Iny,

26 e
+ln[ o 16 _ 1/3
—1+\2y
e

*t3 3
1+ V2 + 13160 413

3

ll -1+v2- \3)1,1,/6 y,11/3
3 U6 _ y1/3

L
/ - [LIZ(lyn)
—14+V2+13y! 187

= Liy(= iy,)] (A11)

and Li, is the dilogarithm function. Expanding R(y,) in the
limits y,<<1 and y,> 1, one obtains the results for AT pre-
sented in Egs. (28) and (29), respectively.
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