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We formulate a continuum model to study the low-energy electronic structure of heterostructures formed
by graphene on a strong three-dimensional topological insulator (TI) for the cases of both commensurate
and incommensurate stacking. The incommensurability can be due to a twist angle between graphene and
the TI surface or a lattice mismatch between the two systems. We find that the proximity of the TI induces
in graphene a strong enhancement of the spin-orbit coupling that can be tuned via the twist angle.
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The surfaces of strong three-dimensional (3D) topologi-
cal insulators (TIs) [1] and graphene [2,3] have very similar
low-energy electronic structures: the conduction and
valence bands touch at isolated points, the Dirac points
(DP), and around these points the fermionic excitations are
well described as massless two-dimensional (2D) chiral
Dirac fermions for which the phase of a two-state quantum
degree of freedom is locked with the momentum direction.
However, there are also qualitative differences: (i) in
graphene the chirality is associated with the sublattice
degree of freedom whereas in a TI surface (TIS) it is
associated with the electron spin; (ii) in graphene the
number of DP is even whereas in a TIS it is odd; (iii) in
a TI the electron-phonon scattering is much stronger than
that in graphene. Therefore, the transport properties of
graphene [4] and TIs are different in significant aspects: in
graphene, because the intrinsic spin-orbit (SO) coupling is
negligible [5–8], no quantum spin Hall effect is expected,
contrary to the case in a TI; graphene has the highest
room-temperature mobility, whereas TIs have very low
mobilities. These facts, together with the recent experi-
mental progress [9], motivated us to study graphene-TI
heterostructures, in which the proximity to a TI is expected
to enhance the SO coupling of graphene and create a novel
2D system with nontrivial spin textures and high, room-
temperature, electron mobility. This approach to enhance
the SO coupling in graphene appears to be more practical
than previously proposed approaches [10] that rely on
doping graphene with heavy adatoms.
In this work, we study the low-energy electronic struc-

ture of heterostructures formed by one sheet of graphene
placed on the conducting surface of a 3D TI. Our results
show that not only can the proximity of a TIS enhance the
SO coupling in graphene and bilayer graphene (BLG), but
also that this enhancement can be controlled via the relative
rotation, the twist angle, between the graphene lattice
and the TI’s lattice. The presence of a relative rotation,
in general, induces an incommensurate stacking of the
graphene and the substrate [11] [12–35]. As a consequence
we develop and present a theory that is able to take into

account the incommensurability between graphene and
the TIS. This cannot be achieved via standard approaches,
such as density functional theory [36] and tight-binding
models, due to the computational cost of these approaches
for incommensurate structures. A continuous model, on
the other hand, can effectively treat heterostructures with
incommensurate stacking. To develop the theory for
incommensurate structures, however, we need a continuous
model for the commensurate limit. We present such a
model and then, starting from it, the model able to treat
incommensurate graphene-TI structures. Our results show
that in graphene-TI heterostructures the proximity effect
induces a strong enhancement of the SO coupling in
graphene, nontrivial spin and pseudospin textures on the
bands, and that all these effects can be tuned to great extent
via the relative rotation between graphene and the TI.
Moreover, we present results for the case in which tunnel-
ing processes with finite momentum transfer are present.
We consider the TI material to be a tetradymite such

as Bi2Se3, Bi2Te3, and Sb2Te3. In these compounds, the
surface states are found on the 111 surface. The projected
surface Brillouin zone (BZ) is hexagonal with a single DP at
the zone center [37]. Let a2 be the effective lattice constant
that corresponds to the surface BZ and a1 ¼ 2.46 Å the
graphene lattice constant. We have a2=ð

ffiffiffi
3

p
a1Þ¼ 1þδ

with δ < 1% for Sb2Te3 and δ ≈ −3% (δ ≈þ3%) for
Bi2Se3 (Bi2Te3). Thus, the study of the commensurateffiffiffi
3

p
×

ffiffiffi
3

p
stacking pattern is expected to be a good

approximation for graphene-Sb2Te3 heterostructure and
for developing the theory for incommensurate structures.
The Hamiltonian describing the electronic degrees of free-
dom of the heterostructure can be written as H ¼ Hgþ
HTIS þHt, where Hg is the Hamiltonian for an isolated
sheet of graphene, HTIS is the Hamiltonian for the TIS, and
Ht describes tunneling processes between graphene and
the TIS. The long wavelength physics of graphene is
described by a pair of 2D massless Dirac Hamiltonians:
Hg;K ¼ P

p;σ;ττ0c
†
Kþp;τ;σðℏv1τ · p − μ1Þττ0cKþp;τ0;σ and

Hg;K0 ¼Pp;σ;ττ0c
†
K0þp;τ;σðℏv1τ� · p− μ1Þττ0cK0þp;τ0;σ, where

c†Kþp;τ;σ (cKþp;τ;σ) creates (annihilates) a Dirac fermion on
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sublattice τðA;BÞ with spin σð↑;↓Þ at a Dirac wave vector
p measured from one of the two inequivalent BZ corners
(K and K0 valley) located at wave vectors K and K0
(jpj ≪ jKj), τ ¼ ðτx; τyÞ are Pauli matrices acting on the
sublattice space, v1 ≈ 106 m=s is the Fermi velocity, and μ1
is the chemical potential. The TIS states near its Dirac point
can be described by an effective 2D continuum model
[37,38]: HTIS ¼Pk;σσ0a

†
k;σ½ℏv2ðσ × kÞ · ẑ − μ2�σσ0ak;σ0 ,

where a†k;σ (ak;σ) creates (annihilates) a surface massless
Dirac fermion with spin σ at wave vector k measured from
the zone center (Γ̄ point), σ ¼ ðσx; σyÞ are Pauli matrices
acting on spin space, ẑ is the unit vector along the z direction,
and μ2 is the chemical potential. In Bi2Se3, Bi2Te3, and
Sb2Te3, the Fermi velocity v2 is roughly half of that in
graphene; hence, in the remainder we assume v2 ¼ v1=2.
In our model, we neglect the hexagonal warping of the TIS
bands due to higher-order terms in k inHTIS [39]. The reason
is that such effects are non-negligible only at relative high
energies ≳200 meV away from the TI’s DP [39,40], and we
are only interested in the energy range close to the TI’s DP.
We also neglect effects due to the TI’s bulk states [41] for two
reasons: (i) in current experiments the effect of the bulk states
can be strongly suppressed via chemical and field effect
doping [40,42–44] and by using TI’s thin films [45,46];
(ii) the most interesting situation arises when the bulk states
can be neglected: in this case, the properties of the systems
are dominated not by the TI’s bulk states but by the states
resulting from the hybridization of the graphene and the TI’s
surface states. The form of Ht depends on the stacking
pattern and the interface properties as we show below.
We first consider the graphene-TI heterostructure in affiffiffi
3

p
×

ffiffiffi
3

p
commensurate stacking, in which each TIS atom

is directly underneath a carbon atom. The strongest
tunneling is expected to occur between the directly stacked
atoms, among which all the carbon atoms can be shown to
belong to one sublattice (e.g., sublattice A). As a result of
the periodic tunneling potential, in the BZ of the hetero-
structure the original graphene BZ is folded such that
the two valleys are both located at the zone center over-
lapping with the TIS DP; see Figs. 1(a), 1(b). In this case,
the tunneling Hamiltonian can be written as Ht ¼P

k;λ;τ;σtτa
†
k;σcλ;k;τ;σ þ H:c:, where λ ¼ K, K0 and the

tunneling matrix elements tA ¼ t, tB ¼ 0 are assumed to
be spin and momentum independent. The Hamiltonian for
such a structure takes the form

Ĥk ¼

0
BB@

Ĥg;K
k 0 T̂†

0 Ĥg;K0
k T̂†

T̂ T̂ ĤTIS
k

1
CCA; T̂ ¼

�
t 0 0 0

0 0 t 0

�
;

(1)

where the graphene blocks are 4 × 4 matrices in sublattice
and spin space whereas the TIS block is a 2 × 2 matrix in
spin space.

Insights can be achieved using a perturbative approach
[47]. In this approach, the effect of tunneling processes on
the graphene spectrum is captured by the self-energy
Σ̂kðiωnÞ ¼ V̂†Ĝ0

kðiωnÞV̂, where Ĝ0
kðiωnÞ is the Green’s

function of the TIS and V̂ is the tunneling vertex. In the
basis formed by the eigenstates of the Hamiltonian of
isolated graphene Φλ;k;α;σ, where α ¼ � refer to the four-
fold degenerate upper and lower bands, we obtain

Σ̂kðiωnÞ ¼
� ΣS

kðiωnÞ e−iðθk−ðπ=2ÞÞΣA
kðiωnÞ

eiðθk−ðπ=2ÞÞΣA
kðiωnÞ ΣS

kðiωnÞ

�

⊗ ðIα þ σxαÞ ⊗ ðIλ þ σxλÞ; (2)

where ΣS=A
k ðiωnÞ ¼ ðt2=2ÞGS=A

k ðiωnÞ with GS=A
k ðiωnÞ ¼

½1=ðiωn − ℏv2kþ μ2Þ � 1=ðiωn þ ℏv2kþ μ2Þ�=2, and the
first 2 × 2 matrix acts in the spin space, (Iα þ σxα) acts in
the band space, and (Iλþσxλ) acts in the valley space. I is the
2 × 2 identity matrix, and θk ¼ arctanðky=kxÞ. The appear-
ance of nonzero off-diagonal spin components with phase
factor ½θk − ðπ=2Þ� in the self-energy indicates an induced
helical spin texture on some of the graphene bands. The
renormalized graphene bands in the perturbative approach
coincide with those obtained by direct diagonalization.

(a) (b) (c)

(d)

(e)

(h)

(f)

(i)

(g)

FIG. 1 (color online). (a) Schematics of the
ffiffiffi
3

p
×

ffiffiffi
3

p
stacked

graphene BZ (red or dark) and TIS BZ (green or light) in the
repeated zone scheme without tunneling. (b) Folded BZ after
turning on tunneling. (c) Renormalized bands of SLG-TIS for
μ1 ¼ μ2 ¼ 0. Here, k0 ≡ 830 meV=ðℏv2Þ. (d) Spin texture on
the bands at E ¼ 80 meV. The arrows indicate spin directions.
(e) Texture of the in-plane component of the pseudospin at
E ¼ 80 meV and (f) full pseudospin orientation on the three
Fermi surfaces closest to the Γ̄ point. (g) Renormalized bands
of BLG-TIS. (h) Renormalized bands of SLG-TIS for μ1 ¼ 0,
μ2 ¼ 100 meV. (i) Rashba-like splitting ΔR in SLG-TIS and
BLG-TIS as a function of t.
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Figure 1(c) shows the band structure of a graphene-TI
heterostructure with t ¼ 45 meV and μ1 ¼ μ2 ¼ 0. We see
that the fourfold degeneracy of the original graphene bands
is partially lifted. In our model the eigenstates of the
hybridized bands can be calculated explicitly. This allows
us to (i) obtain directly both the spin and pseudospin confi-
guration on all the renormalized bands, Figs. 1(d)–1(f);
(ii) show that, as expected from the form of the self-energy,
on the two gapped bands (forming the two smaller Fermi
surfaces) the in-plane spin is locked perpendicular to
the momentum and winds around the Γ̄ point either
clockwise or counterclockwise, analogous to a system with
Rashba-type SO coupling, Fig. 1(d); (iii) show that the spin
helicity of the hybridized bands can be different (opposite)
to the helicity of the original TI’s band, Fig. 1(d); (iv) show
that the two degenerate bands, seemingly equal to the
original graphene (or BLG) bands, are in reality antisym-
metric combinations of the states of isolated graphene
(or BLG) at opposite valleys ð1= ffiffiffi

2
p ÞðΦK;α;↑ − ΦK0;α;↑Þ and

ð1= ffiffiffi
2

p ÞðΦK;α;↓ − ΦK0;α;↓Þ, α ¼ �; and (v) show that the
two degenerate bands have a unique pseudospin structure,
very different from the pseudospin structure of both the
original K and K0 valleys, which we expect would affect
transport measurements, Figs. 1(e), 1(f). In addition, our
model is easily generalized to the case of BLG. The results
of Fig. 1(g) show the bands of a BLG-TI heterostructure and
reveal that the enhancement, due to the proximity effect, of
the SO coupling in BLG is much larger than in single layer
graphene (SLG), Fig. 1(i). This is due mostly to the fact
that, at low energies, BLG has a much higher density of
states (DOS) than SLG. Finally, we consider the effect of a
difference δμ ¼ μ2 − μ1 between the TI’s and graphene
chemical potential. By varying δμ the value of k for which
the pristine bands of the TI and graphene cross and for
which the hybridization is stronger can be tuned. Figure 1(h)
shows the case for which μ2 ¼ 100 meV and μ1 ¼ 0. We
see that in this case the induced Rashba splitting is stronger
than when μ2 ¼ μ2 ¼ 0. This is due to the fact that the
density of states increases as we move away from the DP.
We now consider incommensurate structures. The

tunneling matrix elements can be written as

Tτðk2;k1Þ ¼
X
G1;G2

tðk1 þG1Þffiffiffi
3

p
Ω1

eiG1·dτ δk2þG2;k1þG1
(3)

where the crystal momentum is conserved by the tunneling
process in which a graphene quasiparticle of wave vector k1

residing on sublattice τ hops to a TIS state with wave vector
k2. Ω1 is the graphene unit cell area, and dA ¼ 0, dB ¼
ð−a0; 0Þ are the positions of the two carbon atoms in a unit
cell with carbon-carbon distance a0. fG1g, fG2g are the
reciprocal lattice vectors of graphene and TIS, respectively.
tðkÞ are the Fourier amplitudes of the tunneling potential tðrÞ
assumed to be a smooth function of r, the spatial separation
between graphene and TIS atoms projected onto the interface
plane. Given that the graphene-TIS separation distance

exceeds the interatomic distance in each material, the dom-
inant tunneling amplitudes of tðkÞ near the graphene DP
are the ones with jkj ¼ KD ≡ jKj. This allows us to restrict
the sum over fG1g to three vectors: g1ð¼ 0Þ, g2, g3, where
the latter two connect a valley with its equivalent first BZ
corners. For small wave vectors measured from the resp-
ective DP, we haveHt ¼

P
p;τ;σ

P
3
j;l;…¼1½Tτ;ja

†
pþqj;σcp;τ;σþ

T�
τ;lc

†
pþqjþq̄l;τ;σ

apþqj;σ þ…�, where Tτ;j ¼ t0eigj·dτ with

t0 ≡ tðKDÞ=ð
ffiffiffi
3

p
Ω1Þ, fqjg are the offset vectors between

the grapheneDP and the three “nearest-neighboring”TISDP,
and q̄l ∈ f−qjg, as shown in Fig. 2. The repeated action
of the “nonlocal” coupling generates a k-space lattice [20].
For a rotation angle θ, the separation between the offset DP
is jqjj≡ q ¼ 2KD sinðθ=2Þ, for the lattice mismatch case,
q ¼ jδ=ð1þ δÞjKD, Fig. 2.
For very small twist angles or lattice mismatches such

that the dimensionless parameter γ ≡ t0=ðℏv2qÞ > 1, gra-
phene and TIS will be strongly coupled. However, when
γ < 1, a weak coupling theory is valid [12,20,22]. In this
case, to investigate the low-energy spectrum of graphene,
we can truncate the k-space lattice and obtain the
Hamiltonian

Ĥp ¼

0
BBB@

Ĥg;K
p T̂†

1 T̂†
2 T̂†

3

T̂1 ĤTIS
q1þp 0 0

T̂2 0 ĤTIS
q2þp 0

T̂3 0 0 ĤTIS
q3þp

1
CCCA;

T̂1 ¼
�
t0 t0 0 0

0 0 t0 t0

�
;

T̂2 ¼
�
t0 t0e−ið2π=3Þ 0 0

0 0 t0 t0e−ið2π=3Þ

�
;

T̂3 ¼
�
t0 t0eið2π=3Þ 0 0

0 0 t0 t0eið2π=3Þ

�
: (4)

A similar Hamiltonian is valid for the K0 valley [48]. In the
absence of twist and mismatch, the system reduces to the
commensurate structure, giving rise to T̂ ¼ T̂1 þ T̂2 þ T̂3

so that t0 ¼ t=3.
Figures 3(a)–3(c) show the band and spin structure

around the K point for an incommensurate graphene-TI

(a) (b)

FIG. 2 (color online). Schematics of the graphene andTISBZs in
an incommensurate structure formed from (a) a twist and (b) a lattice
mismatch, with the correspondingqj vectors at theK andK0 points.
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heterostructure with γ¼0.2, t0 ¼ 15 meV, and μ1 ¼ μ2 ¼ 0.
The result for the K0 point is simply a 60° rotation of the
former. The results of Fig. 3 show that (i) the original
twofold spin degeneracy of the graphene Dirac cone is
completely lifted; (ii) of the two original degenerate linear
bands one is now fully gapped and the other is no longer
linear at the DP; (iii) the bands acquire nontrivial in-plane
spin textures. The key property of graphene-TI hetero-
structures is that the features of the band structure and spin
texture can be controlled via the twist angle. By changing
the value of θ, for fixed t0 and energy, the distance between
the Fermi pockets shown in Figs. 3(b) and 3(c) and their
size can be tuned. In addition, the splitting of the low-
energy bands Δ can be controlled as shown in Fig. 3(d).
In the presence of surface roughness and/or phonons

tunneling processes with finite momentum transfer are
allowed. We expect the effect of such processes to be weak;
however, to gain some insight, we consider the case in which
the tunneling amplitude has a Gaussian profilewith respect to
the momentum transfer q: tq ¼ t0 exp ð−jqj2=ð2σ2ÞÞ, where
t0 characterizes the tunneling strength and σ the variance. To
qualitatively understand the effect of suchprocesses,we study
the case of an isolated graphene Dirac cone separated by a
large wave vectorQ from the closest TIS DP. With the use of
the perturbative approach outlined above, the proximity effect
on the graphene spectrum is captured by the self-energy

Σ̂QþpðiωnÞ
¼ ðIα þ σxαÞ

⊗

 
ΣS
QþpðiωnÞ e−iðθQþp−π=2ÞΣA

QþpðiωnÞ
eiðθQþp−π=2ÞΣA

QþpðiωnÞ ΣS
QþpðiωnÞ

!

(5)

with

ΣS=A
QþpðiωnÞ ¼

t20Ω2

2π
exp

�
− jQþ pj2

σ2

� Z
∞

0

k exp

�
− k2

σ2

�

× I0=1

�
2jQþ pj

σ2
k

�
GS=A

k ðiωnÞdk;

where InðxÞ, n ¼ 0, 1 are the modified Bessel functions of
the first kind. The form of the phase factors in the off-
diagonal spin components of Σ̂ implies an induced spin
texture on graphene with the spin perpendicular to the wave
vector Qþ p, Fig. 4(a). We find, Fig. 4(b), that also in this
case the spin degenerate bands are split and the remaining
gapless bands are no longer linear. Figures 4(c) and 4(d)
show the size of the gap between spin-split bands as a
function of t0 and σ, respectively.
In conclusion, we have studied the proximity effect of a

strong 3D TI on the low-energy spectrum of graphene in
commensurate and incommensurate structures as well as in a
case with surface roughness. To be able to take into account
the incommensurability, we have developed a continuous
model. Using this model we have been able to identify, both
for commensurate and incommensurate stacking, the spin and
pseudospin structure of all the hybridizedbands and show that
it is very unusual and likely to affect transport measurements.
We have also shown that the enhancement of the SO coupling
is in general much stronger in BLG than in graphene. In
addition, we have shown that properties of these bands and
their spin structures can be substantially tuned by varying the
relative rotation between the graphene lattice and the TI’s
lattice.
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